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1. INTRODUCTION

In the rapidly evolving world of e-commerce, businesses constantly seek innovative ways to
enhance customer experience and maintain a competitive edge. One such innovation is the implementation of
a gift recommendation system, a tool that not only simplifies the shopping process but also plays a crucial
role in customer retention and acquisition. Gifts are often used to recognize awards, celebrate special
occasions, or acknowledge accomplishments, but selecting the right gift can be a confusing task [1]. A gift
recommendation system addresses this challenge by offering personalized suggestions based on user
preferences, past purchases, and browsing behaviour. By analysing this data, the system predicts which items
will be interesting and useful to users, helping them make informed decisions and easily find products that
are both in demand and necessary [2].

The convenience of having relevant suggestions at their fingertips enhances the shopping
experience, reducing the time and effort needed to find the perfect gift. This ease of use significantly
increases customer satisfaction, encouraging repeat visits and purchases. Personalization is a key driver of
customer engagement in e-commerce, and a gift recommendation system leverages advanced algorithms to
deliver tailored product suggestions that resonate with individual users. By understanding customer
preferences, the system makes the shopping experience more enjoyable and efficient [3].

Artificial intelligence (Al) and machine learning (ML) play a crucial role in building effective
recommendation systems. These technologies enable the analysis of vast amounts of data to uncover patterns
and insights that drive accurate recommendations [4]. Al and ML algorithms can process user interactions,
preferences, and product attributes to provide personalized and relevant suggestions. This not only enhances
user experience but also helps in optimizing the system's performance. With the development of ML in the
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recommendation system, it is supported by several algorithms to be able to produce the right level of

accuracy and prediction. The following are several algorithms that are commonly used to develop

recommendation systems:

— K-nearest neighbors (K-NN): this algorithm recommends items by finding similarities between users or
products [5]. It identifies the 'k’ most similar users or items and suggests products that these similar users
have liked or interacted with. Advantages K-NN its works well for small to medium-sized datasets, and
limitation K-NN may not perform well with very large datasets, and lack interactions.

— Decision trees: decision trees make recommendations by splitting the data into branches based on feature
values, which helps in making decisions about which products to recommend based on user attributes and
behaviours [6], [7]. Advantages decision trees can handle both numerical and categorical data, and for
limitation easily overfit the training data, especially with deep trees, and may not perform well with very
large datasets.

— Random forest: an extension of decision trees, random forest builds multiple decision trees and merges
their results to improve recommendation accuracy [6]. Advantages of random forest it can handles large
datasets and various features more efficiently, providing robust recommendations. Limitation of random
forest slow process for train and predict with very large datasets.

— eXtreme gradient boosting (XGBoost): known for its performance and accuracy, XGBoost is an ensemble
learning method that builds multiple models and combines their predictions. It is particularly effective for
handling complex data, large datasets and making precise recommendations [8]. XGBoost have limitation
such as can be more complex to tune compared to simpler models.

Personalized recommendations also help e-commerce platforms build stronger relationships with
their customers. When shoppers feel that a platform understands their needs and preferences, they are more
likely to return for future purchases, boosting customer loyalty and enhancing the platform's reputation as a
trusted and user-friendly destination.

The implementation of a gift recommendation system can also lead to a significant increase in sales
and revenue. By suggesting relevant products, the system encourages customers to explore more items and
make additional purchases, resulting in higher average order values and increased sales volume. Moreover,
the system's ability to highlight popular and trending products can drive impulse buying, further boosting
sales. For instance, if a customer browsing for a gift sees a recommendation for a top-selling item that aligns
with their needs, they are more likely to make a quick purchase, maximizing revenue through targeted
marketing.

Customer retention is critical to the long-term success of any e-commerce business, and a gift
recommendation system can enhance this by improving the overall shopping experience [9]. Personalized
recommendations that consistently meet customer needs can increase the likelihood of repeat purchases [10].
Additionally, the system helps reduce the likelihood of abandoned carts by offering relevant product
suggestions during the shopping process, leading to higher conversion rates. Satisfied customers are more
likely to refer the platform to others, expanding the customer base.

In a competitive market, attracting new customers is equally important. A gift recommendation
system can serve as a powerful marketing tool to draw in new shoppers by providing a personalized and
seamless shopping experience. By differentiating themselves from competitors with relevant and thoughtful
suggestions, e-commerce platforms can attract a broader audience, especially those looking for a hassle-free
shopping experience for special occasions. Therefore, this experiment will create a gift recommendation
system by selecting the best performance algorithm between K-NN, decision trees, random forest, and
XGBoost.

2. METHOD

A recommendation system is designed to predict and suggest items that match a user's interests.
It is commonly used by e-commerce platforms to boost product sales by recommending items that users may
like or need. The system collects data from users, either directly or indirectly, to generate these
recommendations [2], [11].

Direct data collection involves asking users to provide feedback on items, while indirect data
collection involves observing user behaviour, such as items viewed on a website. The system then applies
specific algorithms to this data to generate item recommendations, which are presented to users [11], [12].

Recommendation system typically adopt either collaborative filtering or content-based filtering.
Collaborative filtering is a method that plays a significant role in the recommendation process and is the most
commonly used method for designing recommendation systems. In this recommendation method,
recommendations for each active user are obtained by comparing the preferences of other users who have
rated products in a manner similar to the active user [13]. Essentially, collaborative filtering is based on
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collecting and examining large amounts of information on behaviour, activities, or preferences, and
anticipating a specific user's tastes by using similarities with other users. In the other hand, content-based
filtering is a method that tries to recommend items to active users based on the degree of similarity that the
user has positively rated in the past [13]. The flow of content-based filtering can be seen in the Figure 1.

Atrribute Items Filtering with User

Definiton Attribute user profile Profile lesiil sk

Figure 1. Content-based filtering

2.1. K-nearest neighbor

K-NN is a classification method for a set of data based on learning previously classified data. K-NN
is included in supervised learning, where the classification results are obtained based on the majority of the
proximity of the distances of the categories in K-NN. This distance is square root of the sum squares of
differences between opposite values in the vector [14]. The formulalized in (1) for the Euclidean distance.

euc = \/(Z?ﬂ(pi —qi)?) 1)

where pi is data training, gi is data testing, i is data variables, and n is data dimensions.

K-NN is a classification method that classifies data based on the proximity of new data to previously
classified data. K-NN is a type of supervised learning, where the classification outcome is determined by the
majority vote of the nearest neighbors, based on the distance between data points [14].

2.2. Decision tree

A decision tree is a method that models’ data in the form of a tree structure, where incoming data
traverses the tree to determine the class in which the data is classification systems based on multiple
covariates for target variable [15]. Decision trees are also commonly used to explore data and uncover hidden
relationships between multiple input variables and a target variable [16].

2.3. Random forest

Random forest is a method used for both classification and regression tasks. It leverages decision
trees as base classifiers, which are constructed and combined to form the final model [17], [18]. The final
classification result is determined by a voting process, where the majority vote from the individual decision
trees is chosen as the final output of the random forest algorithm [19].

There are three key aspects of the random forest method: i) bootstrap sampling, which is used to
build the individual prediction trees [20]; ii) each decision tree in the forest predicts using many classification
and regression threes that using randomly selected training datasets and random subset to give a prediction
[21]; and iii) the random forest combines the predictions from all the decision trees by majority vote to make
a final classification [22]. An illustration of the random forest algorithm is shown in Figure 2. In random
forest algorithms are settings the parameters for hyperparameters that can be tuned to optimize the model
performance. Are the parameters can be figured out in Table 1.

2.4. XGBoost

XGBoost is a decision tree-based boosting algorithm. It incorporates regularization into the
objective function to prevent overfitting and enhance the computation efficiency of gradient boosting
machines (GBMs) [23]. XGBoost employs an ensemble learning method, which involves combining multiple
base learners or classifiers to create a robust prediction model [23].
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Figure 2. Random forest algorithm illustration

Table 1. Hyperparameter random forest

Parameter

Function

n_estimators
min_samples_split
min_samples_leaf
max_features

max_depth
bootstrap

Number of trees in a random forest.

The minimum number of samples is needed to split the internal node.

The minimum number of samples required to be on a leaf node.

The number of features that are considered in determining the best division, if "auto” then the number of
features is the square of the number of features.

Maximum depth of the tree.

Specifies whether a bootstrap sample is used. If "False" then the entire dataset will be used to build the tree.

XGBoost is an efficient algorithm among the ML methods, because it easy to parallelism and high
accuracy [24]. The performance of XGBoost is influenced by hyperparameters, which can be adjusted to
optimize results. The hyperparameters for XGBoost are detailed in Table 2.

Table 2. XGBoost hyperparameters

Parameter

Function

Booster
Colsample_bylevel
Colsample_bynode
Colsample_bytree
Gamma
learning_rate

max_delta_step
max_depth
min_child_weight
n_estimators
n_jobs
random_state
reg_alpha
reg_lambda
scale_pos_weight
subsample
tree_method
validate_parameters
verbosity

Boosters used, by default use gbtree.

The number of sample ratios at each level. Samples will be made every reach new depth on the tree.
Number of sample ratios for each node.

Number of sample ratios in a column to create a new tree.

Parameter penalty from regularization.

The learning rate is used to prevent overfitting. Will shrink the weight of the feature every time the
boosting process is completed.

Maximum delta step value allowed for each leaf output.

The depth of a tree, the deeper it is, the more complex it is (overfitting).

Minimum value of the weight required by the child node.

Number of trees used.

Number of jobs running in parallel.

Controlling randomization on bootstrapping samples when building a tree.

L1 regularization at weight.

L2 regularization at weight.

Controlling the balance between positive and negative weights which is useful in unbalanced classes
Number of sample ratios used by the training process.

Algorithms used to build tree.

When true, XGBoost will validate the parameter to check if the parameter is used or not.

To display information during training.
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3. RESULTS AND DISCUSSION

Typically, reward recommendation systems predict popular and necessary products by analyzing
users' purchase histories and the products they have viewed. Table 3 is an explanation of several processes
and categories commonly used in e-commerce recommendation systems.

Table 3. Existing e-commerce recommendation system

Information
The recommended items are those with the highest search frequency, determined by calculating a score
that indicates the item is in high demand when the user views this section.
The system recommends goods based on the user's purchase history, the products they have viewed, and
items of interest determined by a gradient-based analysis.
Using the same concept as the “Most in Demand” section, this part of the system will recommend
products currently popular based on the highest search frequency. The difference is that the
recommendations in this section are updated once a day and apply to all users.
Special promo is a recommendation system based on user affinity and category affinity. User affinity
refers to how similar users are to each other, while category affinity measures the similarity between
different categories. The latest promotions will be highlighted at the forefront of this section.
The system uses an infinite recommendation approach, where items are suggested continuously. This
approach incorporates various strategies, including discounts, user history, popular products, top
campaign items, and new arrivals.

Category
Most in demand

Our recommendations

Popular items

Special promos

Recommended products

According to a survey of 200 respondents in Java, Indonesia, gifters prefer gift recommendations
that align with the recipients' interests, needs, and desires. However, as noted in Table 1, the current
recommendation system does not address these preferences. Therefore, this experiment will introduce a new
recommendation system that incorporates personalization based on the recipients' interests, needs, and
desires. In this research we used proposed methods with some steps in it such as preprocessing,
hyperparameter tuning, model training, model testing, and the last has resulted and evaluation as shown in
Figure 3.

Start Preprocessing > Hyperpa_rameter » Model Training
Tuning
A 4
End Result & < Model Testing
Evaluation

Figure 3. Proposed method

3.1. Preprocessing

Preprocessing is the steps to perform the row data before running analysis, so the data becomes
clean, consistent, and learnable. It reduces noise and bias, prevents leakage, and helps model coverage and
generalize. In this step involves several steps: reducing outlier categories, grouping age data that is shown in
Table 4.

Table 4. Example of age data grouping

Gender  Age group  Status Job Interest Category
Woman  Teens Single Full time employeed ~ Fashion, gaming, and culinary ~ Voucher
Woman  Teens Single Full time employeed ~ Fashion, gaming, and culinary ~ Tablet
Woman  Teens Single Full time employeed  Culinary and gadget Voucher
Woman  Adult Married  Unemployeed Fashion and culinary Home living
Man Seniors Married  Full time employeed ~ Gadget and culinary Home living
Man Seniors Married  Full time employeed  Gadget and culinary Tablet

Man Teens Single Unemployeed Gaming and gadget Tablet

Man Teens Single Unemployeed Gaming and gadget Voucher

Here filtering data is an example based on gender, age, status, job, fashion, gaming, culinary,
gadget, voucher, home living, and tablet (as shown in Table 5). By encoding the data to fit the model's
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requirements (as shown in Figure 4). The process of one hot encoding which converts gender, age, status, and
occupation in the form of categorical data into numerical data which is then processed by a machine learning
model. After preprocessing, the data is split into 80% for training and 20% for testing.

Table 5. Data filtering examples

Gender  Agegroup  Status Job Fashion Gaming Culinary Gadget Voucher Home living  Tablet

Woman  Teens Single Full time 1 1 1 0 1 0 1
employeed

Woman  Adult Married  Unemployeed 1 0 0 0 0 1 0

Man Seniors Married  Full time 0 0 1 1 0 1 1
employeed

Man Teens Single Unemployeed 0 1 0 1 1 0 1

Full time

1 0 i, 0 0 i 0 1 0 1 1 1 0 1 0 1
1 0 0 1 0 0 1 0 1 1 0 0 0 0 1 0
0 i 0 0 i, 0 1 1 0 0 0 1 i 0 1 1
0 1 1 Y 0 1 0 0 1 0 1 0 1 1 0 1

Figure 4. Example of data after one hot encoding

3.2. Hyperparameter tuning

Hyperparameters are parameters set before the learning process of a model begins. These parameters
can be adjusted and have a direct impact on the model's performance. Optimizing hyperparameters is a
crucial step in improving the accuracy and effectiveness of ML models [25]. Hyperparameter tuning is a
process used to determine the best-performing parameters for each model [26]. Once the optimal
hyperparameters are identified, the models undergo the training and testing process again with these
parameters, resulting in improved algorithm performance. In this context, a multi-label classification model is
used for the reward recommendation system. The algorithms involved include K-NN, decision tree, random
forest, and XGBoost. Before training, the models go through a hyperparameter tuning process to obtain the
best-performing hyperparameters.

3.3. Model training

The training data, consisting of 194 types of users, will be inserted into models that have already
undergone the hyperparameter tuning process. These models will learn from the prepared training data to
provide accurate predictions that align with the characteristics of the prize recipients.

3.4. Model testing

In the model testing phase, the models will be evaluated by comparing the actual data with the
prediction results on the testing data. The prediction results are probability scores for 100 product categories,
indicating how well each category matches the user's type. These scores range from zero to one, with higher
scores representing a better fit for the user type. At the testing stage, the metrics do not directly indicate user
preference for product categories; instead, they reflect the purchase behavior of different user types. This
stage involves comparing the purchase predictions from the reward recommendation system with actual
purchase data. The testing involved 49 user types, targeting 100 product categories with the highest number
of purchases.

3.5. Result and evaluation

The evaluation will be conducted using several metrics: run time, training accuracy, test accuracy,
Hamming loss, and the label ranking average precision score. These metrics will help assess the model's
performance by accurately predicting product categories that match the data of the prize recipients.

Overfitting occurs when a model is more complex than necessary [27]. This condition means that
the model becomes overly specific to the training data, resulting in poor performance during testing. When
overfitting happens, the model loses its ability to generalize, leading to inaccurate predictions on new data
[28]. The label ranking average precision score is used to evaluate the ranking of predictions generated by the
model. This metric is specifically designed for assessing multi-label ranking problems [29]. Meanwhile,
accuracy refers to the proportion of correctly predicted data points, and it is calculated using (2) [30]:
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TP+TN

Accuracy = ——— 2
TP+FN+FP+TN

where: True positives (TP)=the correct number of positive objects classified;
True negatives (TN)=the correct number of classified negative objects;
False positives (FP)=number of negative objects classified as positive;
False negatives (FN)=number of positive objects classified as negative.

Hamming loss is a commonly used evaluation metric for multi-label data testing, as it calculates the
error rate of the classification results [31]. It measures how many class labels are misclassified. A perfect
performance is indicated by a Hamming loss value of zero; the smaller the Hamming loss value, the better
the system's performance [32]. The formula for calculating Hamming loss is shown in (3):

. 1 lviavp|
Hamming loss = %L —, (3)

where m=a lot of data is classified,
Q=number of class labels,
|YiAYL."|:the number of classification errors that occur.
Experiment is conducted by dividing data set into 80% of training data and 20% of testing data, and
the result can be seen in Table 6.

Table 6. Comparison results before hyperparameter
XGBoost  Random forest  Decision tree  K-NN

Time 00:07.7 00:12.8 00:00.4 00:01.1
Train accuracy 0.79 0.95 0.95 0.74
Test accuracy 0.78 0.78 0.73 0.78
Hamming loss 0.04 0.04 0.05 0.04
Label ranking average precision score 0.94 0.94 0.89 0.92

From the analysis of the test results that have been carried out, the XGBoost model has the best
performance where the average ranking accuracy label score reaches 0.94 and the Hamming loss score
reaches 0.04. It can also be seen that the accuracy score in the training and testing of the XGBoost model is
not very different. This explains that the XGBoost model is not overfitting while in the random forest model
the model is overfitting. Hyperparameter tuning of the XGBoost model identifies optimal parameters to
improve performance and mitigate potential overfitting.

The results obtained are good enough, to improve the performance of the ML model, the author
performs hyperparameter tuning on each algorithm to obtain the parameters that have the best performance.
After obtaining the best parameters, then the algorithm comparison is again compared whose results can be
seen in Table 7.

Table 7. Comparison results after hyperparameter tuning
XGBoost  Random forest  Decision tree  K-NN

Time 00:07.4 00:09.6 00:00.4 00:01.1
Train accuracy 0.74 0.77 0.95 0.74
Test accuracy 0.78 0.78 0.73 0.78
Hamming loss 0.04 0.04 0.05 0.05
Label ranking average precision score 0.95 0.93 0.89 0.92

Here about model performance comparison, from this graph shows that the best result is from
XGBoost which is better than K-NN, decision tree, and random forest on the test data. The performance was
evaluated using accuracy, precision, recall, F1-score, and AUC-ROC.

After performing hyperparameter tuning, the XGBoost model still has the best performance with a
ranking average precision score of 0.95 and a Hamming loss of 0.04. This is depicted from model
performance comparison as shown in Figure 5. The results are quite good results in the product
recommendation system considering that the tests carried out show purchases in the product category.

Gift recommendation with multilabel clustering (Violitta Yesmaya)
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Figure 5. Model performance comparison

4. CONCLUSION

In this study, several algorithm tests were conducted to identify the most suitable algorithm for the
reward recommendation system. With 49 types of users, the model was developed using multi-label
classification, and various algorithms—K-NN, decision tree, random forest, and XGBoost—were compared
after undergoing hyperparameter tuning.

The hyperparameter tuning process was used to optimize each model's parameters to achieve the
best performance. Among the algorithms tested, XGBoost emerged as the most suitable for the reward
recommendation system, achieving a label ranking average precision score of 95%, a Hamming loss of 0.04,
and a processing time of 7.4 seconds, with no overfitting observed. The reward recommendation system
successfully meets the company's needs and aligns with expectations by accurately displaying product
categories that match the characteristics of the prize recipients.
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