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 This article examines a novel control technique known as the fractional 

order integral-tilt derivative (FOI-TD) controller, which was used for 

automatic generation control (AGC) with a two-area restructured power 

system. The FOI-TD controller enhances performance by integrating tilt-

derivative control with fractional-order control. Fractional-order control 

offers greater flexibility and allows for more precise tuning of the 

controller's response. The tilt component modifying the proportional term 

minimizes overshoot and improves settling times. The control parameters of 

the FOI-TD controller are optimized using the moth flame optimization 

(MFO) method and the efficacy of the given algorithm is associated with 

recent studies using meta-heuristic techniques. Analysis indicates that the 

MFO-optimized FOI-TD controller substantially enhances the dynamic 

response of the AGC loop and compared with traditional controllers. This 

enhancement includes reduced peak deviations, shorter settling times, and 

better suppression of area frequencies and tie-line power oscillations across 

different transaction scenarios within restructured power system. To further 

enhance AGC performance, fast-acting energy storage systems, like sodium-

ion batteries (SIB), are integrated into the control area. The coordinated 

operation of the SIB units improves system dynamics and stability by 

mitigating initial frequency drops and tie-line power variations caused by 

sudden load disturbances. 
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1. INTRODUCTION 

Automatic generation control (AGC) is a vital component in managing the stability of the power 

systems. It ensures an appropriate balance among the electricity generation and the constantly fluctuating 

load demand of electrical network. When there are discrepancies in power supply and demand, it can lead to 

oscillations in system performance, negatively affecting frequency regulation [1]. Power grids require near-

instantaneous balance between generation and load, which necessitates frequent adjustments to generator 

outputs. The system frequency serves as a key indicator of this balance: a rising frequency indicates an 

excess of generation, causing the system to accelerate, while a falling frequency signifies insufficient 

generation, resulting in system deceleration. To restore frequency balance, control actions adjust the load 

reference position through the speed changer mechanism, ensuring the stability and reliability of the system 

[1], [2]. The area control error (ACE) is the foundation on which the AGC system operates, taking system 

frequency and tie-line flows as inputs. AGC calculates the necessary adjustments to power generation based 

https://creativecommons.org/licenses/by-sa/4.0/
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on changes in demand by monitoring regional frequency and tie-line power flows [3]. To reduce ACE, in an 

interconnected power system, generator set points are adjusted based on a linear integration of frequency 

variations and tie-line power exchanges. As the AGC loop operates to drive the ACE toward zero, frequency 

deviations and tie-line power errors also approach negligible values [4], [5]. 

In a restructured electricity market, multiple entities interact, including generation companies 

(Gencos), distribution companies (Discos), transmission companies (Transcos), and independent system 

operators (ISOs) [6]. The AGC system must manage different types of contracts, such as Poolco arrangements, 

bilateral agreements, and hybrid contracts. For bilateral transactions, Discos are the flexibility to procure power 

from any available Genco, both within and outside their region. The conventional AGC system, originally 

designed for two interconnected zones, has been adapted to account for the impact of these market transactions 

on system dynamics [7], [8]. Under ISO supervision, each control area is reason for managing its load and 

adhering to tie-line power agreements. To facilitate these agreements, a disco participation matrix (DPM) is 

employed, representing contractual relationships between Discos and Gencos [9]–[11]. Each column in the 

DPM sums to one, indicating the proportion of a Disco’s total load allocated to a particular Genco. 

To improve dynamic performance, AGC systems commonly employ various control strategies. 

Conventional controllers, such as proportional-integral (PI) and proportional-integral-derivative (PID) 

controllers, remain popular by virtue of their simplicity, robustness, ease of implementation, and cost-

effectiveness [12], [13]. While PI controllers provide reliable dynamic responses, they may struggle under 

increasing system complexity or disturbances, leading to steady-state errors [14], [15]. PID controllers, with 

their derivative component, can enhance stability but may produce noisy or erratic control signals under rapidly 

changing inputs [16]. First-order filters are often applied to the derivative term to mitigate noise. Advanced 

controller variations, including proportional-integral-derivative controller with a derivative filter (PIDF) and 

fractional-order PID controllers, further improve performance under parameter uncertainties [17]–[19]. In this 

study, a fractional order integral with tilt derivative (FOI-TD) controller is implemented as a secondary 

controller to enhance the AGC response of a two-area interconnected power system. Its performance is 

compared against conventional PI and PIDF controllers. 

Soft computing-based optimization techniques has been widely applied to improve power system 

control, including genetic algorithm (GA), particle swarm optimization (PSO), bat algorithm (BAT), bacterial 

foraging optimization (BFO), differential evolution (DE), and ant lion optimizer (ALO) [1], [20]. The 

effectiveness of any optimization technique depends on both convergence behavior and the optimal solution 

obtained. Traditional integral squared error (ISE) methods are often complex, time-consuming, and prone to 

suboptimal solutions. GA, while powerful, requires evaluating large populations, leading to high computational 

time and susceptibility to local minima. PSO also exhibits limitations in local search capability, increasing the 

likelihood of stagnation [21]. The BAT algorithm may stagnate due to rapid changes in loudness and pulse rates 

during the exploitation phase. Among these, ALO performs efficiently for load frequency control (LFC) 

problems due to its minimal parameter tuning requirements [22]. Recently, the moth flame optimization (MFO) 

algorithm has been injected to optimal controller gains and values. Inspired by moth navigation behavior, MFO 

efficiently improves initial random solutions and converges toward optimal points in the search space [23]–[25]. 

Energy storage devices, such as batteries, play an important role in AGC by providing rapid and 

flexible responses to load changes, enhancing frequency regulation and system stability [26]–[28]. Fast-

acting energy storage systems (ESS) improve supply reliability by storing electricity during low-peak periods 

and delivering it during peak demand. With the increasing need for grid stability and growing energy 

demands, integrating fast-acting battery storage into AGC loops has become crucial. Sodium-ion batteries 

(SIBs) are emerging as alternative to lithium-ion technology, offering advantages in cost, abundance, and 

environmental impact [29]–[32]. These batteries use sodium ions (Na+) instead of lithium ions (Li+) for 

energy storage and are suitable for large-scale power system applications. In this study, SIBs are incorporated 

into the AGC loop of a two-region thermal power system, demonstrating their effectiveness in reducing 

frequency difference and enhancing system resilience under diverse operating conditions. 

 

 

2. METHOD 

The AGC system functions through two primary feedback mechanisms: the primary control loop 

and the secondary control loop. The primary loop manages the turbine–governor response to continuous 

changes in load, allowing the system frequency to stabilize at a new operating point following a disturbance. 

The secondary loop then restores the frequency to its nominal value by automatically adjusting generator set 

points through the speed changer mechanism. This process ensures that discrepancies between total 

generation, power demand, and system losses are corrected effectively [1]–[3]. In this work, a MFO tuned 

FOI-TD controller is applied to each area of the test network. To further improve AGC performance, the 

study focuses on strategically utilizing SIBs within the control areas of proposed power system. 
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2.1.  Modelling of two-area restructutred power system 

AGC operates with the ACE signal that reflects deviations in system frequency and variations in tie-

line power flows. By acting to minimize these deviations, AGC helps in maintain the stability and balance of 

power system, effectively driving the ACE toward zero [4]. Figure 1 depicts the transfer function approach of 

a two-region thermal power system under a restructured market framework, comprising Gencos, Transcos, 

and Discos, each with distinct operational responsibility. In this setup, a Disco in any region can establish 

contracts with Gencos both within its own region and across other regions. Discos can contract power from 

any Genco in the deregulated framework, with the ISO coordinating these agreements. These various 

contracts are managed and showed by the DPM, which shows how much load demand each Disco gives to 

different Gencos [6], [7]. 
 

 

 
 

Figure 1. Linearized model of a two-area restructured power system using proposed controller with SIB unit 
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This study shows a thermally interconnected power system which wascategorised into two areas. 

Each areahave two Gencos are linked through a DPM, which defines the contractual power exchanges 

between them. The matrix can be written as (1): 

 

𝐷𝑃𝑀𝑖 = [

𝑐𝑝𝑓11 𝑐𝑝𝑓12 𝑐𝑝𝑓13 𝑐𝑝𝑓14

𝑐𝑝𝑓21 𝑐𝑝𝑓22 𝑐𝑝𝑓23 𝑐𝑝𝑓24

𝑐𝑝𝑓31 𝑐𝑝𝑓32 𝑐𝑝𝑓33 𝑐𝑝𝑓34

𝑐𝑝𝑓41 𝑐𝑝𝑓42 𝑐𝑝𝑓43 𝑐𝑝𝑓44

] (1) 

 

Here, contract participation factor (CPF) specifies the portion of a Disco’s load demand that each 

Genco must supply. The scheduled power flow on the tie-line between two areas is calculated as (2): 

 

∆𝑃𝑇𝑖𝑒 12
𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒𝑑 = ∑ ∑ 𝑐𝑝𝑓𝑖𝑗

4
𝑗=3 ∆𝑃𝐿𝑗

2
𝑖=1 − ∑ ∑  𝑐𝑝𝑓𝑖𝑗

2
𝑗=1 ∆𝑃𝐿𝑗

4
𝑖=3  (2) 

 

The actual tie-line power flow is given by (3): 

 

∆𝑃𝑇𝑖𝑒 12
 𝑎𝑐𝑡𝑢𝑎𝑙 =

2𝜋𝑇12

𝑠
(∆𝐹1 − ∆𝐹2) (3) 

 

The tie-line power error, i.e., the deviation from the scheduled flow, can be expressed as (4): 

 

∆𝑃𝑇𝑖𝑒 12
 𝑒𝑟𝑟𝑜𝑟 = ∆𝑃𝑇𝑖𝑒 12

 𝑎𝑐𝑡𝑢𝑎𝑙 − ∆𝑃𝑇𝑖𝑒 12
𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒𝑑 (4) 

 

During steady-state conditions, this error approaches zero as actual power transfer matches the 

allotted value. The error signal is further used to compute the ACE for each control area as (5) and (6): 

 

𝐴𝐶𝐸1 = 𝛽1 ∆𝐹1 + ∆𝑃𝑡𝑖𝑒12
𝑒𝑟𝑟𝑜𝑟 (5) 

 

𝐴𝐶𝐸2 = 𝛽2 ∆𝐹2 +  𝛼12∆𝑃𝑡𝑖𝑒12
𝑒𝑟𝑟𝑜𝑟  (6) 

 

2.2.  Controller structure and optimization techniques 

Various integer and fractional order controllers are utilized for AGC in different power system 

applications. In the literature, the PI controllers are widely used and effective for a broad range of automatic 

AGC applications and the transfer function can be expressed mathematically as (7): 

 

𝑇𝐹𝑃𝐼(𝑠) = 𝐾𝑃 +
𝐾𝐼

𝑠
 (7) 

 

The main drawback of the PI controller is its inability to predict future errors in the system, which 

prevents it from eliminating steady-state oscillations and can result in an increase in settling time. As a result, 

the overall stability of the system is relatively low [12]–[14]. In contrast, the PID controller features a 

derivative mode that enhances system stability. This mode allows for an increase in proportional gain and a 

decrease in integral gain, ultimately improving the controller's response speed. However, the derivative term 

in a control system can lead to excessively large control inputs when the input signal experiences abrupt 

changes or sharp corners. Additionally, noise present in the input signal can generate significant control 

signals, complicating practical applications [13]. A viable solution to this problem is to apply a first-order 

filter to the derivative term, adjusting its pole to reduce high-frequency chattering caused by noise. In that 

context, a PIDF was explored as a potential solution. FOI-TD controllers enhance performance and 

adaptability by incorporating fractional orders. In contrast, TID controllers elevate standard PID controllers 

by introducing a “tilted” behavior instead of relying solely on proportional action. A two-degree-of-freedom 

(2DOF) PID controller offers advantages such as separate tuning for set point changes and better disturbance 

rejection. However, FOI-TD controllers take control to an advanced level by utilizing fractional orders, 

which surpass the discrete integer degrees of freedom found in a 2DOF PID controller, resulting in more 

sophisticated and robust control actions. The transfer function of the PIDF controller can be expressed as (8): 

 

𝑇𝐹𝑃𝐼𝐷𝐹(𝑠) = 𝐾𝑃 +
𝐾𝐼

𝑠
+ 𝐾𝐷 (

𝑁𝑠

𝑠+𝑁
) (8) 

 

The FOI-TD controller is an advanced control technique that employs fractional calculus to enhance 

performance, and it is the focus of this study. This controller combines integral and derivative actions with an 
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additional “tilt” component, which improves damping and robustness in comparison to traditional PI and 

PIDF controllers. The control configuration of the FOI-TD controller is illustrated in Figure 2. 

 

 

 
 

Figure 2. Model of FOI-TD controller 

 

 

The transfer function of the FOI-TD controller is mathematically represented as (9): 

 

𝑇𝐹𝐹𝑂𝐼−𝑇𝐷)(𝑠) =
𝐾𝐼

𝑠𝜆 𝐸(𝑠) − 𝑌(𝑠) (
𝐾𝑃

𝑠1/𝑛 + 𝐾𝐷𝑠𝜇) (9) 

 

In this controller design, 𝐾𝑃 , 𝐾𝐼, and 𝐾𝐷 denote the proportional, integral, and derivative gains, while 

λ and μ correspond to the fractional orders of integration and differentiation, respectively. The objective 

function is formulated according to the defined performance requirements and design constraints, serving as 

the basis for applying a modern heuristic optimization method to tune the proposed controller. Performance 

indices—like the integral of squared error (ISE)—are commonly employed to evaluate and enhance control 

performance, as (10): 

 

𝐽𝑖 = ∫ [(𝐴𝐶𝐸𝑖)
2𝑡𝑠𝑖𝑚

0
] 𝑑𝑡 (10) 

 

Minimization of Ji must be achieved within the bounds defined by the control parameters of the 

proposed controllers, subject to: 

 

𝐾𝑃
𝑚𝑖𝑛 ≤ 𝐾𝑃 ≤ 𝐾𝑃

𝑚𝑎𝑥 , 𝐾𝐼
𝑚𝑖𝑛 ≤ 𝐾𝐼 ≤ 𝐾𝐼

𝑚𝑎𝑥 , 𝐾𝐷
𝑚𝑖𝑛 ≤ 𝐾𝐷 ≤ 𝐾𝐷

𝑚𝑎𝑥 , 𝜆𝑚𝑖𝑛 ≤ 𝜆 ≤ 𝜆𝑚𝑎𝑥 , 𝜇𝑚𝑖𝑛 ≤ 𝜇 ≤
, 𝑛𝑚𝑖𝑛 ≤ 𝑛 ≤ 𝑛𝑚𝑎𝑥 (11) 

 

The MFO algorithm is a nature-motivated metaheuristic optimization technique. It inspires from the 

navigate method of moths in nature, known as transverse orientation. MFO has been utilized in a vast range 

of optimization issues across various aspects, including engineering design, image processing, machine 

learning, and power systems optimization, owing to its simplicity and effectiveness. Additionally, several 

variants and hybrid versions of MFO have been developed to tackle specific challenges, such as premature 

convergence and the issue of getting trapped in local optima [23], [24]. In this paper, the given controllers 

designed with the MFO algorithm are compares with other nature-inspired algorithms, such as PSO, BAT, 

and ALO [1], [20]–[22]. The proposed controller's lower and upper bounds for the controller gains KP, KI, 

and KD are 0.01 and 5 respectively and the partial order component λ and μ can be given within the range 

[0,2]. 

 

2.3.  Control design for sodium-ion batteries in automatic generation control loop 

Figure 3 presents the modeling and integration of a SIB within a restructured power system for AGC 

applications. The Figure 3 illustrates both the internal structure of the SIB unit and its role in the dynamic 

behavior of a two-area power system. Figure 3(a) shows the schematic representation of an SIB unit. 

Following a load disturbance, it is essential to rapidly recharge or restore the SIB capacity to ensure its 

availability for subsequent disturbances. Owing to their fast dynamic response, SIBs are highly advantageous 

in AGC applications, as they can minimize action delays. In this setup, the frequency deviation (ΔFi) is 

explicitly employed as the control input to the AGC system to monitor the SIB’s power output. The control 

actions of SIB systems have been observed to outperform conventional governor systems in terms of 
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response speed to frequency variations. SIB units are specifically designed to rapidly suppress peak 

frequency deviations caused by sudden load changes. Once these peak deviations are mitigated, the governor 

system assumes control to compensate for any remaining steady-state frequency errors. Figure 3(b) presents a 

linearized reduced-order model of a two-area restructured power system incorporating SIB units. 

 

 

 
(a) 

 

 
(b) 

 

Figure 3. Modeling and integration of a SIB within a restructured power system; (a) schematic representation 

of an SIB unit and (b) linearized reduced-order model of a two-area restructured power system incorporating 

SIB unit 

 

 

In this model, SIB units is depicted as active power source in area 1, defined by a time constant TSIB 

and a gain constant KSIB. For control design purposes, if we assume the time constant TSIB to be zero, the state 

equation for the system, as shown in Figure 3(b), simplifies to: 

 

[

∆𝐹1
̇

∆𝑃𝑇12
̇

∆𝐹2
̇

] = [

−1 𝑇𝑝1⁄ − 𝑘𝑝1 𝑇𝑝1⁄ 0

2𝜋𝑇12 0 −2𝜋𝑇12

0 𝑎12 𝑘𝑝2 𝑇𝑝2⁄ −1 𝑇𝑝2⁄
] [

∆𝐹1

∆𝑃𝑇12

∆𝐹2

] + [
𝑘𝑝1 𝑇𝑝1⁄

0
0

] [∆𝑃𝑆𝐼𝐵] (12) 

 

To reduce frequency variations at the inertia center, the SIB unit's control design is structured as a 

single-region system. The derivative of ΔPT12 in (10) becomes: 

 
∆𝑃𝑇12

2𝜋𝑇12

̇
= ∆𝐹1 − ∆𝐹2 (13) 

 

If the synchronizing power coefficient (T12) is infinite, then in (12) becomes ΔF1=ΔF2. The control 

gain of the SIB unit is detailed in [33]. The control gain of SIB unit is given as: 
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𝐾𝑠𝑖𝑏 = (𝐴 𝐵𝑅⁄ ) ∗ (100 − 𝑅) (14) 

 

where 𝐴 = (−1 𝑘𝑝1⁄ − (1 𝑎12𝑘𝑝2)⁄ ) ((𝑇𝑝1 𝑘𝑝1) +⁄ (𝑇𝑝2 𝑎12𝑘𝑝2)⁄ )⁄  

𝐵 = 1 ((𝑇𝑝1 𝑘𝑝1) +⁄ (𝑇𝑝2 𝑎12𝑘𝑝2)⁄ )⁄   

 

 

3. RESULTS AND DISCUSSION 

This study investigates the AGC performance of a two-area thermal restructure power system under 

two operational scenarios: with and without the integration of SIB units, using a proposed advanced control 

strategy. Each control area comprises two Gencos and two Discos, where the Gencos are modeled as thermal 

reheat power plant units. The complete power system model is developed and simulated in the 

Simulink/MATLAB environment. The key parameter values associated with the two-area thermal plants and 

the SIB units are presented in Table 1. The controller tuning process is referred as an optimization issue, with 

the objective functions defined in (10) and (11) aiming to reduce frequency deviations in each control area 

and mitigate tie-line power deviations. Power transactions among Discos and Gencos are categorized into 

two types: Poolco-based transactions, which occur when a Disco procures power from a Genco within the 

same control area, and bilateral transactions, which occur if a Disco enter into a contract with a Genco from a 

different area. The SIB unit is located in area 1, and its gain value is calculated using in (14) for a specific 

steady-state speed regulation of the governor. The MFO metaheuristic technique is employed to optimize the 

gains and control parameters of the proposed controllers, including PI, PIDF, and FOI-TD. These controllers 

are evaluated individually and compared with the PSO, BAT, and ALO techniques. 

 

 

Table 1. Parameters of Gencos, control area, and SIB unit [12], [27] 
Parameters Area 1 Area 2 

Area capacities (MW) 1000 1000 
Rating of Gencos (MW) 500 500 

Kp (Hz/p.u.MW) 120 120 

Tp (sec) 20 20 
β (p.u.MW/Hz) 0.425 0.425 

R (Hz/p.u.MW) R1 =R2=2.4 R3=R4=2.4 

Tg (sec) Tg1=Tg2=0.08 Tg3=Tg3=0.08 
Tt (sec) Tt1=Tt2=0.36 Tt3=Tt4=0.36 

Tr (sec) Tr1=Tr2=10 Tr3=Tr4=10 

Kr Kr1=Kr2=0.5 Kr3=Kr4=0.5 
Area participation factor (apf) apf11=apf12=0.5 apf21=apf22=0.5 

Synchronising coefficient (p.u.MW/Hz) 2T12=0.545  

Area capacity ratios a12=-1  
System frequency (F) in Hz 60 Hz  

Parameters of SIB unit TSIB=0.01 (sec) 

Tdi=0.002 (sec) 

Kri=1, 

Tri=0.002 (sec) 

 

 

3.1.  Scenario 1: Poolco-based transactions 

In Poolco-based transactions, each Genco supplies power exclusively to the Discos within its own 

area. For example, the Discos in area 1 have a power demand while the Discos in area 2 do not request any 

supply, a load varies of 0.2 p.u. MW is assumed to every Disco in area 1. The DPM for Poolco-based 

transactions is expressed in (15). In this case, Disco1 and Disco2 share power equally from the local Genco1 

and Genco2. 

 

𝐷𝑃𝑀1 = [

0.5 0.5 0.0 0.0
0.5 0.5 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0

] (15) 

 

The optimal parameter estimations for the proposed controller in the test system have been achieved 

using PSO, BAT, ALO, and MFO algorithms. The convergence characteristics and control parameters of 

these controllers were presented in Tables 2 and 3. It is evident from these Tables that the convergence of the 

MFO algorithm is faster, and the cost function values (Ji) are lower compared to the PSO, BAT, and ALO 

techniques. Given the convergence and measurable performance of these algorithms, the design of the 

proposed MFO-based controllers has been implemented for a two-area power system for further analysis.  
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Table 2. Convergence characteristics of PSO, BAT, ALO, and MFO algorithms 
Convergence characteristics PSO BAT ALO MFO 

Average fitness 7.568×10-4 6.265×10-4 5.187×10-4 4.078×10-5 
Worst fitness 9.152×10-3 8.214×10-3 7.978×10-3 5.941×10-3 

Best fitness 8.978×10-5 7.527×10-5 6.457×10-5 3.143×10-5 

Standard deviation 7.896×10-3 5.214×10-3 4.214×10-3 2.478×10-3 
Convergence of iteration 65 55 40 30 

 

 

Table 3. Control parameters of test system using PI, PIDF, and FOI-TD controllers for Poolco transactions 
Control 

parameters 

PSO BAT ALO MFO 

PI PIDF FOI-TD PI PIDF FOI-TD PI PIDF FOI-TD PI PIDF FOI-TD 

KP1 0.324 0.303 0.241 0.315 0.294 0.232 0.309 0.288 0.207 0.295 0.268 0.202 

KI1 0.497 0.571 0.617 0.481 0.592 0.669 0.492 0.597 0.672 0.521 0.647 0.745 

KD1 - 0.805 0.843 - 0.826 0.855 - 0.771 0.863 - 0.814 0.897 
N1 - 26.33 - - 29.78 - - 30.15 - - 35.42 - 

λ1 - - 0.675 - - 0.621 - - 0.598 - - 0.474 

µ1 - - 0.621 - - 0.694 - - 0.704 - - 0.806 
n1 - - 0.512 - - 0.578 - - 0.589 - - 0.611 

J1 (×10-3) 117 89 59 108 85 55 97 78 50 62 58 41 

KP2 0.315 0.301 0.244 0.309 0.293 0.212 0.294 0.285 0.208 0.218 0.203 0.195 
KI2 0.463 0.443 0.532 0.472 0.483 0.572 0.486 0.492 0.585 0.547 0.588 0.691 

KD2 - 0.503 0.632 - 0.547 0.656 - 0.553 0.662 - 0.607 0.715 

N2 - 28.33 - - 30.12 - - 33.21 - - 38.45 - 
λ2 - - 0.854 - - 0.843 - - 0.724 - - 0.634 

µ2 - - 0.692 - - 0.708 - - 0.747 - - 0.812 

n2 - - 0.247 - - 0.259 - - 0.262 - - 0.395 
J2 (×10-3) 98 77 48 87 65 45 79 59 40 60 45 28 

 

 

Figure 4 (see in Appendix) illustrates the dynamic responses of the test system for Poolco 

transactions using PI, PIDF, and FOI-TD controllers. The frequency deviation of area-1 (ΔF₁) versus time is 

shown in Figure 4(a), the frequency deviation of area-2 (ΔF₂) versus time is presented in Figure 4(b), and the 

tie-line power deviation between area-1 and area-2 (ΔPTie12) versus time is depicted in Figure 4(c). The 

maximum undershoot values and settling times corresponding to both frequency regulation and tie-line 

power control are summarized in Table 4. The comparative analysis clearly indicates that the FOI-TD 

controller provides superior performance compared to the conventional PI and PIDF controllers. Specifically, 

it achieves smaller peak deviations, reduced oscillatory behavior, and faster settling characteristics, thereby 

demonstrating enhanced capability in damping system oscillations. Consequently, the FOI-TD controller is 

identified as a highly effective secondary control strategy for AGC in interconnected power systems. The 

simulation model also accounts for the effect of integrating SIB units. In the test setup, the SIB gain is set to 

KSIB=2.587, which corresponds with governor speed regulation coefficient of R=2.4 Hz/p.u.MW and a time 

constant TSIB=0.01 s. The controller parameters and gains of the proposed FOI-TD scheme are optimally 

adjusted using the MFO algorithm. 

 

 

Table 4. Dynamic output performancesof test system using proposed controllers for Poolco transactions 

Controllers 
Setting time Peak over/under shoot (-ve) 

F1 (sec) F2 (sec) PTie12 (sec) F1 (Hz) F2 (Hz) PTie12 (p.u.MW) 

PI 29.67 27.14 37.24 0.5921 0.3979 0.1451 
PIDF 25.25 22.58 32.86 0.4144 0.2625 0.0937 

FOI-TD 21.75 20.68 25.55 0.2951 0.1874 0.0649 

FOI-TD with SIB unit 17.61 16.67 19.98 0.2071 0.1199 0.0423 

 

 

Figure 5 presents the dynamic response of the test system with and without the inclusion of SIB 

units under FOI-TD control. The frequency deviation of area-1 (ΔF₁) is illustrated in Figure 5(a), while the 

frequency deviation of area-2 (ΔF₂) is shown in Figure 5(b). The corresponding tie-line power deviation 

between area-1 and area-2 (ΔPTie12) is depicted in Figure 5(c). These responses clearly demonstrate the 

enhanced transient stability and improved damping performance achieved through the optimized FOI-TD 

controller with SIB integration. The quantitative performance indices, including maximum undershoot and 

settling time for frequency deviations in both area control and tie-line power control, are summarized in 

Table 4. A comparative analysis of Figure 5 and Table 4 reveals that the incorporation of SIB units 

significantly improves system performance by reducing frequency and tie-line power deviations. 
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Consequently, the steady-state stability and overall dynamic behavior of the test system are substantially 

enhanced. 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 5. Dynamic response of test system for Poolco transactions with and without the inclusion of SIB 

units under FOI-TD control; (a) ΔF1 vs. time, (b) ΔF2 vs. time, and (c) ΔPTie12 vs. time 

 

 

3.2.  Scenario 2: bilateral transactions 

In this type of exchange, each Disco interacts directly with one or more Gencos simultaneously. 

Consequently, the relationships described in (15) must be applied. In the current situation, each Disco 

requests 0.1 p.u.MW from the Gencos, as specified by the CPF in the DPM. 

 

𝐷𝑃𝑀2 = [

0.2 0.3 0.1 0.4
0.3 0.2 0.3 0.1

0.25 0.1 0.25 0.3
0.25 0.4 0.35 0.2

] (16) 

 

The cost function values and control parameter settings for the proposed controllers, optimized 

using various algorithms, are summarized in Table 5. The outputs clearly shows that the given controllers 
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tuned with the MFO algorithm yield significantly lower cost function values compared to those optimized by 

PSO, BAT, and ALO techniques. The transient behavior of test system using different controllers is 

illustrated in Figure 6 (see in Appendix). The frequency deviation of area-1 (ΔF₁) versus time is shown in  

Figure 6(a), the frequency deviation of area-2 (ΔF₂) versus time is presented in Figure 6(b), the tie-line power 

deviation between area-1 and area-2 (ΔPTie12) versus time is depicted in Figure 6(c), and the tie-line power 

deviation error between area-1 and area-2 (ΔPTie12 error) versus time is shown in Figure 6(d). Detailed 

information on the peak overshoot, undershoot, and settling times association with area frequency deviations 

and tie-line power fluctuations for PI, PIDF, and FOI-TD controllers is provided in Table 6. Both Figure 6 

and Table 6 demonstrate that the MFO-optimized FOI-TD controller achieves a substantial reduction in 

overshoot and undershoot while improving settling time when matched with the MFO-tuned PI and PIDF 

controllers. 

 

 

Table 5. Control parameters of test system using PI, PIDF, and FOI-TD controllers for bilateral transactions 
Control 

parameters 

 PSO BAT ALO MFO 

PI PIDF FOI-TD PI PIDF FOI-TD PI PIDF FOI-TD PI PIDF FOI-TD 

KP1 0.311 0.298 0.274 0.307 0.291 0.269 0.295 0.282 0.275 0.271 0.264 0.252 
KI1 0.405 0.421 0.432 0.412 0.428 0.443 0.424 0.431 0.455 0.445 0.464 0.481 

KD1 - 0.614 0.692 - 0.628 0.697 - 0.641 0.705 - 0.673 0.731 

N1 - 20.78 - - 22.87 - - 25.78 - - 28.45 - 
λ1 - - 0.441 - - 0.448 - - 0.457 - - 0.547 

µ1 - - 0.417 - - 0.434 - - 0.447 - - 0.598 
n1 - - 0.578 - - 0.581 - - 0.593 - - 0.678 

J1 (×10-3) 123 114 96 118 104 86 106 96 77 81 75 54 

KP2 0.317 0.308 0.291 0.312 0.302 0.288 0.303 0.297 0.272 0.287 0.272 0.254 
KI2 0.435 0.452 0.498 0.447 0.461 0.508 0.459 0.473 0.511 0.494 0.508 0.537 

KD2 - 0.611 0.674 - 0.622 0.684 - 0.632 0.691 - 0.745 0.785 

N2 - 22.33 - - 25.64 - - 26.37 - - 30.38 - 
λ2 - - 0.552 - - 0.598 - - 0.608 - - 0.624 

µ2 - - 0.637 - - 0.644 - - 0.653 - - 0.675 

n2 - - 0.378 - - 0.383 - - 0.395 - - 0.407 
J2(×10-3) 117 108 94 102 98 84 91 87 73 71 63 49 

 

 

Table 6. Dynamic output performancesof test system using proposed controllers for bilateral transactions 

Controllers 
Setting time Peak over/under shoot (-ve) 

F1 (sec) F2 (sec) PTie12 (sec) F1 (Hz) F2 (Hz) PTie12 (p.u.MW) 

PI 30.94 36.45 38.25 0.6204 0.3766 0.0848 

PIDF 27.53 30.07 33.26 0.5548 0.3565 0.0627 

FOI-TD 22.75 25.32 28.27 0.4042 0.3356 0.0423 
FOI-TD with SIB unit 18.49 21.78 23.63 0.3736 0.3018 0.0235 

 

 

The impact of integrating SIB units on the AGC loop is further investigated under varying 

uncontracted step load conditions using the MFO-optimized FOI-TD controller. Figure 7 presents the 

dynamic response of the test system for bilateral transactions with and without the inclusion of SIB units 

under FOI-TD control. The frequency deviation of area-1 (ΔF₁) versus time is shown in Figure 7(a), the 

frequency deviation of area-2 (ΔF₂) versus time is presented in Figure 7(b), the tie-line power deviation 

between area-1 and area-2 (ΔPTie12) versus time is depicted in Figure 7(c), and the tie-line power deviation 

error between area-1 and area-2 (ΔPTie12 error) versus time is shown in Figure 7(d). As indicated in Figure 7 

and Table 6, the insertion of SIB units significantly enhances the system’s dynamic performance. Their 

integration leads to faster settling times and considerable reductions in overshoot and undershoot for 

frequency variations and tie-line power oscillations under various load scenarios. Overall, the given control 

strategy demonstrates strong effectiveness in suppressing both inertia-mode and inter-area-mode oscillations, 

thereby improving the overall stability and transient performance of the power system when SIB units are 

deployed. 
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(a) 

 

 
(b) 

 

 
(c) 

 

 

 
(d) 

 

Figure 7. Dynamic response of test system for bilateral transactions with and without the inclusion of SIB 

units under FOI-TD control; (a) ΔF1 vs. time, (b) ΔF2 vs. time, (c) ΔPTie12 vs. time, and (d) ΔPTie12 error vs. time 

 

 

4. CONCLUSION 

This study focuses on the design and development of a FOI-TD controller for the AGC system of 

interconnected restructured power systems across two areas, which involve various possible transactions. The 

effectiveness of the FOI-TD controller is demonstrated in comparison to conventional PI and PIDF 

controllers. To optimize the control parameters and gain values of the proposed controllers, a recent 
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metaheuristic algorithm known as the MFO algorithm is utilized and compared with PSO, BAT, and ALO 

algorithms. The analysis of the simulated outcomes reveals that the MFO-tuned FOI-TD controller 

significantly reduces peak over/undershoot and improves settling time compared to the MFO-tuned PI and 

PIDF controllers. Furthermore, the MFO algorithm outperforms the others in terms of speed and produces 

lower cost function values (Ji) than the PSO, BAT, and ALO techniques. A notable advantage of the MFO-

tuned FOI-TD controller is its adaptability, which enables it to effectively address the challenges of AGC. It 

provides robust management of parameter uncertainties, eliminates steady-state errors, and enhances overall 

system stability. Additionally, the integration of SIB units within the testing framework offers significant 

benefits by delivering quick and adaptive power responses to fluctuations in load demand. This further 

improves frequency regulation and enhances the reliability of the grid. 
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APPENDIX 
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Figure 4. Dynamic respones of test system for Poolco transactions using PI, PIDF, and FOI-TD controllers; 

(a) ΔF1 vs. time, (b) ΔF2 vs. time, and (c) ΔPTie12 vs. time 
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Figure 6. Dynamic respones of test system for bilateral transactions using PI, PIDF, and FOI-TD controllers; 

(a) ΔF1 vs. time, (b) ΔF2 vs. time, (c) ΔPTie12 vs. time, and (d) ΔPTie12 error vs. time 
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