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Ultrasonography is frequently used to identify thyroid nodules. Because of
their internal features, variable appearances, and ill-defined borders, it might
be difficult for a hospitalist to distinguish amongst benign and malignant
forms of the nodule based solely on visual inspection. Although deep
learning (DL), a subset of artificial intelligence, has significantly advanced
medical image recognition, challenges remain in achieving accurate and
efficient diagnosis of thyroid nodules. To identify and classify thyroid
nodules, this study uses an innovative hybrid DL-assisted multi-
classification technique. A median blur eliminates salt-and-pepper noise, and
this is followed by segmentation using a method based on enhanced pooling
integrated U-Net (EPIU-Net). To produce a single histogram series, features
are recovered from the segmented image, including multi-texton, and local
ternary pattern (LTP) based patterns. Following feature extraction, the data
is expanded and input into a fusion classification model utilizing Deep
Maxout and convolutional neural network (CNN) to categorize nodules. This
work uses 2 types of datasets and for both datasets, we achieved great results

with our hybrid technique across all performance criteria. 0.976, 0.008,
0.992, and 0.017 are the corresponding values for accuracy, false discovery
rate (FDR), sensitivity, and false negative rate (FNR). Moreover proposed
work is verified by k-fold method.
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1. INTRODUCTION

One's health may be jeopardized by thyroid nodules, which can develop into among the most
prevalent and deadly kinds of cancer. One since the precise cause of thyroid nodules has not been
established, early detection and therapy alone may increase the chances of successfully treating thyroid
cancer. Clinical evaluation of thyroid lumps is challenging. Their prevalence rises with age, with 42—-76% of
people potentially having them [1]. Depending on the histological subtype, patient preferences, and
comorbidities, treatment options for thyroid tumor may include thyroidectomy, immunotherapy, radioactive
iodine therapy, or chemoradiotherapy to prevent mortality and recurrence. The overwhelming majority of
thyroid nodules are non-malignant, but 10% have the potential to be malignant. A uniform grading system
predicated on the features of nodule ultrasound such size, borders, calcification, internal composition, and
echogenicity allows radiologists to report on the probability that thyroid nodules are cancerous [2].
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Clinical diagnosis of thyroid nodules, ultrasonography continues to be the most widely used and
advised screening method. Ultrasonography is a non-invasive, low-cost method of imaging the thyroid gland,
and surrounding tissue. Furthermore, although still quite subjective and substantially dependent on
radiologists' clinical expertise, the sonographic diagnosis of thyroid knot has typically been based on
evidence-based imaging results. The diagnosis is made with fine-needle aspiration biopsy (FNAB) in
conjunction with follow-up therapy [3]. Physicians frequently use their personal knowledge to make clinical
diagnoses of thyroid nodules. But using this method might lead to an inaccurate identification, which would
then necessitate needless procedures such a biopsy and surgery. There is a need for systems that can
accurately distinguish between individuals with thyroid nodules that are benign or cancerous. Artificial
intelligence (Al) methodology are crucial in the diagnosis of diseases in biomedical images, and computer-
aided diagnosis (CAD) systems are the preferred solution for addressing this issue. Computer systems that
can help with thyroid nodule radiological classification can incorporate described thyroid imaging reporting
and data systems (TI-RADS) properties [4].

In various illness diagnosis models, deep learning (DL) is one of them that has advanced rapidly
over the past few decades. Also developed and producing good results is a unique cascaded convolutional
neural network (CNN) that makes thyroid nodule identification possible. To handle the diagnosis model more
effectively and accurately, this work is to introduce the deep hybrid technique for precise thyroid nodule
diagnosis along with proposed segmentation and feature extraction. The paper's contribution and structure are
as follows:

a. Aiming to segment the image, the enhanced pooling integrated U-Net (EPIU-Net)-based segmentation
model ensures the high dice coefficient and intersection over union (loU) of the segmented image and
which will be useful for further processing.

b. Putting forth the idea of using local ternary pattern (LTP)-and improved multi-texton-based features that
were taken from the segmented image. These extracted features will be used for classification.

¢. Using Deep Maxout+CNN to classify the type of malignant thyroid in the multiclass classification.

d. The classification performance is evaluated by K-fold method.

2. LITERATURE SURVEY

Using the applied network hyperparameters and loss function regularization, Cho et al. [5] created a
novel deep neural network (DNN) framework to carry out nodule identification. This approach was executed
without considering intricate post-processing enhancement stages. Moreover, the outlined model identified
the various types of thyroid nodules and enhanced the segmentation technique's prediction precision.

Park et al. [6] verified that radiography and CAD were typically equivalent; it is possible for CAD
to help physicians diagnose patients. Pimpalka and Jagtap [7] selected six features, computed the F-score of
these feature sets, and used support vector machines (SVMs) to filter out the key texture characteristics in
preparation for further. Gray-level co-occurrence matrix (GLCM) was used by Lyra et al. [8] to describe the
textural properties of thyroid nodules. Another attempt to categorize thyroid nodules, Keramidas et al. [9]
employed by local binary patterns (LBPs) for extraction of features of nodules.

A DL framework for feature extraction from sonography pictures was outlined by Chi et al. [10]
through testing on their own database, the suggested model demonstrated 96.34% accuracy, 86% sensitivity,
and 99% specificity. Peng et al. [11] created a ThyNet model to categorize thyroid lumps from various
medical facilities; the model's area under the receiver operating characteristic curve (AUROC) was 0.922. In
the hypothetical scenario, the frequency of fine-needle aspiration (FNA) decreases and the percentage of
malignant tumors ignored for diagnosis drops from 18.9% to 17% [11].

Ma et al. [12] employed two pretrained CNNs to label thyroid lumps; the CNNs' feature maps were
then concatenated. With the CNN model they had learned from ImageNet, Liu et al. [13] pretrainedly
extracted features utilizing a fresh dataset of sonography images. The suggested technique created a hybrid
feature space by combining high-level deep features from CNN models with conventional low-level features
taken from the histogram of oriented gradient (HOG) and LBP, 93.10% [13] was the accuracy of the
experiment.

Moreover, Chen et al. [14] employed a DL ultrasound text classifier to forecast thyroid lesions. On
standard datasets and genuine medical datasets, the method's accuracy was 95% and 93%. The literature
review highlights the need for more sophisticated, data-driven methods for classifying thyroid nodules. This
research will concentrate on creating a novel classification model that overcomes existing constraints and
improves diagnostic accuracy.
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3. PROPOSED METHOD

Thyroid nodules must be identified and evaluated as soon as possible. Human inspection has been
the primary method of identifying thyroid nodules. But using this method makes it challenging to recognize
thyroid nodules in ultrasound images. A foremost drawback of the handmade features scheme is that it is not
universally applicable due to its high complexity. Figure 1 illustrates the proposed thyroid nodule detection
model's configuration which will give tremendous classification of thyroid lumps.
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Figure 1. Proposed thyroid nodule detection model's configuration

In order to extract multi-texton features, and LTP-based features, the input picture must first be
preprocessed using the median blur technique before being sent into the EPIU-Net model for image
segmentation. Additionally, digital database of thyroid ultrasound images (DDTI) data was augmented and
then fed into a nodule classification model. CNN and the hybrid classifier Deep Maxout train the features and
forecast the output that is observed.

3.1. Pre-processing

Considering the pair of datasets, DDTI and Dataset 2, where | is the representation of the first
image. To obtain the proper denoised image for additional processing, the image is first preprocessed. There
may be some noise in US picture | during the capture and transfer process. This noise causes random dark or
bright noise pixels to appear on image I, which modifies the visual effects of the image. This effort utilizes
the median blur method [15] to remove the undesired noise from image I. Later on, these pixels are
substituted as the median; in contrast, the center value is regarded as the median, rejecting the window's
noisy pixels. The preprocessed picture is thus formed with a dimension of 256*256 and can be denoted as
Ip-. When the image size decreases.
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3.2. Enhanced pooling integrated U-Net segmentation

First, salt and pepper noise are removed from the ultrasonic image by using a median filter. We feed
our segmentation block with this previously processed image. An improved U-net segmentation procedure is
applied to this image [16]. The accompanying Figure 2 illustrates the flow of our EPIU-Net technique where
we have used mixed pooling to heighten segmentation of thyroid tumors.
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Figure 2. Suggested technique for segmenting thyroid lumps

The approach makes use of a network of encoders. Four encoder blocks make up this encoder
network. A Leaky rectified linear unit (ReLU) activation function is followed by two convolutional layers, all
with a 3*3 kernel dimension and the proper padding. A 2*2 kernel dimension is used to feed this into a
mixed pooling layer. By reducing the model training's computational cost is cut in half, the mixed pooling
layer lowers the learned spatial dimensions. The EPIU-Net states as (1):

. . . 1
Fusion pooling = n. min (xyyea, ,1z,,, + (1 = n).mz(x,y)gp'q [21r (1)

Where, Iz(p > is the pixel significance of x-th row and y-th column of image I,, n signifies arbitrary value in

the interval [0, 1], |Ap,q| is the pooling area dimension, and m and n are the width and height of the image 1,
correspondingly [17].

3.3. Feature extraction: multi-texton and local ternary pattern
3.3.1. Multitexton features

With the usage of multi-texton based features, this learning extracts the texton image from the
segmented image ., that has the texture orientation and vertical color correlation. Color histograms and co-
occurrence matrices are provided by the multi-texton features that identify diverse images. A range of textons
are accepted plus joined with the produced maps on the segmented image I;.,. Furthermore, due of the
texture orientation, the texton image has a semantic description. In this case, ® represents the texture
orientation, and f;, and £, are the maps made in the horizontal and vertical directions, respectively [17]. Using
multi-texton based features, this learning extracts the texton image from the segmented image I, with the
texture orientation and the spatial correlation of colors. Multi-texton features offer co-occurrence matrix and
color histogram functionality in addition to being used to identify heterogeneous images. It is allowed to mix
the range of textons on the segmented picture Iy, with the created maps. Because of the texture orientation,
the texton picture also has a semantic definition. Furthermore, for the gray-level image delivered by (2), a
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texture orientation , map is ready. In this instance, the texture orientation is shown, and the maps were made
in both horizontal f,, and f,, vertical directions.

w = arctan 2= 2
fh

Once more, because it is unproductive and drops added information, the texture orientation map
directed above is substituted. The improved process is then provided in (3) to extract the texture orientation
from the color image. The gradient maps shown here are for the horizontal and vertical directions,
respectively.

x.y
= arccos
@ xLlyl 3)

In the RGB color system, the gradient map is created for the red channel and the values of
|x|.|y| and x.y are as in (4):

|x| = ha + Ghz + th
|Y| = . sz +Gv2 +Bv2

x.y = Rh'RV + Gh' Gy + Bh.By (4)
Then the multi-texton based features can be signified as M/,

3.3.2. Local ternary pattern features

Based on LTP, this learning extracts characteristics from a segmented picture I,4. The values 0 and
1 are utilized in the LTP, an expanded version of LBP. When the threshold Ty, is set to the ternary code, it can
have one of three values (-1, 0, 1). The threshold Ty, is taken into attention and the gray values of the pixels in
the region are accustomed within the range of (-1, 0, 1) based on the value of the essential pixel [18].

Gray levels G, — T;, below the threshold are counted as -1, those above the threshold G, — T}, as +1,
and those below the threshold G, as O are counted as 0. In that case, the LTP code formulation can be
described as in (5). The core pixel G, the threshold T}, and G, the neighboring gray level of the pixel are
shown here.

+1,G, = G, + T,

G(G,, G, Ty) = 0,[Gy = G| < Ty ()
~1,G, <G, — Ty

As a result, the codes for the lower and upper LTPs can be found in (6). These are the upper LTP is Upy,
and the lower LTP is Loy, respectively.

Loltp = 2177=0 2po( Gp —G.—Tp)
Upltp = ZZ):O Zp(p(Gp =G —Tp) (6)

Lastly, the Up,,, and Loy, are coupled together to get the resulting future vector as letp. Thus, the
whole features extracted from the segmented image can be symbolized as:

TFset = [Mf, R,

3.4. Proposed hybrid classification and thyroid imaging reporting and data system score classification
The hybrid classifier, which combines CNN and Deep Maxout, uses the feature set T¥5¢ that was
extracted from the image I, to expedite the nodule classification process. After training the extracted

feature set, the classifiers Deep Maxout and CNN produce the scores (intermediate result). Then, based on
these hybrid classifier results, a binary prediction of 0 or 1 indicates whether the provided image is benign or
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cancerious. The subsequent procedure examines the thyroid imaging reporting and data system (TIRADS)
score [19] classification type after the cancerous thyroid has been discovered.

3.4.1. Deep Maxout

In order to determine if a thyroid is benign or cancerous, the Deep Maxout model trains the feature
set TFet, Seven layers make up the Deep Maxout structure as well: input, embedding, max pooling, dropout,
and output layers with activation and maxout functions. First and foremost, the Maxout and Dropout layers
advance the categorization process's usefulness [20], [21]. Likewise, the activation function's deployment
strengthens the recommended thyroid lump classification. In (7) can be used to indicate the Maxout unit.
Here, dy, = T4, + x5, P denotes weight, x denotes bias term and & denotes features map:

da
M(T™) = Max, )/, 5 @)

Consequently, the Deep Maxout classifier's intermediate findings can be expressed as Max%%¢,

3.4.2. Convolutional neural network

CNNs are outstanding at differentiating between benign and malignant nodules by training on
extensive datasets, thereby minimizing the necessity for invasive procedures and improving diagnostic
accuracy. The CNN design is made up of an output layer, one or more fully linked layers, and diverse or
unique sub-sampling and convolution layers. This classifier is utilized to train the extracted feature set in
order to conclude the presence or absence of a thyroid lump malignancy [22], [23].

4. RESULT AND DISCUSSION
4.1. Dataset used

For the scientific community, the DDTI database is an open access resource. Enhancing the
development of algorithms which is used in CAD systems for thyroid nodule analysis many researchers using
this dataset [24]. DDTI dataset consist of 134 images with TIRADS score labelling. Generative adversarial
network (GAN)-based synthesis, diffusion models is used to generate realistic ultrasound variations up to
1340 images. Algerian Ultrasound Images Thyroid Dataset (AUITD) is the name of Dataset 2. Where the
information was gathered from hospitals in Setif, Algeria, and labelled by medical professionals who
volunteered their services. Additionally, it is divided into three classes: benign thyroid (171 photos),
malignant thyroid (1,895 images), and normal thyroid (1,895 images) [25].

4.2. Improved segmentation (enhanced pooling integrated U-Net) results

Figure 3 shows comparison of EPIU method with existing segmentation technologies. This figure
relates segmentation outcomes on medicinal images utilizing diverse practices. It illustrates how Figure 3(a)
original US image, Figure 3(b) U-NET, Figure 3(c) FCM, Figure 3(d) K-means, and Figure 3(e) EPIU-Net
ways vary in identifying regions of interest related to the original sample images.

(b) (©

Figure 3. Assessment of segmentation strategy; (a) sample image, (b) U-NET, (c) FCM, (d) K-means, and
(e) EPIU-Net
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4.3. Impact on hybrid model utilizing the database of thyroid ultrasound images dataset and Dataset 2

Here, we have used two distinct datasets to examine the effects on the hybrid model, which is
presented in Table 1. Following tables compares, the model with conventional segmentation, model with
conventional features, and model without feature extraction and model with our hybrid techniques.
Eventually our model acquired owing outcome for diverse measures. Figure 4 illustrate graphical
representation of performance measures shows how our proposed work will get good result for both datasets.

Table 1. Impact on hybrid model using DDTI dataset

Methods Hybrid Model employing Model with Model without feature
model traditional segmentation traditional features extraction

Accuracy 0.971 0.858 0.915 0.892
False discovery rate (FDR) 0.017 0.131 0.105 0.128
Sensitivity 0.993 0.890 0.932 0.903
Matthews correlation 0.973 0.767 0.830 0.754
coefficient (MCC)
Specificity 0.980 0.885 0.897 0.909
Precision 0.973 0.849 0.904 0.882
False positive rate (FPR) 0.019 0.185 0.153 0.191
F-measure 0.973 0.884 0.928 0.907
False negative rate (FNR) 0.017 0.141 0.088 0.097

DDTI Dataset X=Performance Measures Dataset-2 X=Performance Measures
15 Y=Quantitative Value 15 Y= QuantitativeValue

’b '\ . '\& R \0 \\@/ O"b {" \ {\\(‘{d L’\o
?‘c& ‘—)Q}\& c,QQ/O Q¢ & Q/@ébc’ ?Slb ‘1‘2’0 %Qz(l Q& ‘<'&®

B Hybrid Model W Hybrid Model

B Model employing traditional segmentation ® Model employing traditional segmentation

Model with traditional features Model with traditional features

B Model without feature extraction W Model without feature extraction

Figure 4. Comparison of hybrid method with SOA methods

4.4. Analysis by K-fold strategy

The K-fold exploration shown in Table 2. In comparison with existing approaches such as deep
convolutional neural network (DCNN), you only look once version 3 (YOLOV3), CNN, deep belief network
(DBN), bidirectional gated recurrent unit (Bi-GRU), Deep Maxout, and recurrent neural network (RNN), the
suggested model has a high accuracy (0.989). The results demonstrate that the TIRADS score is successfully
classified using the proposed methodology which greatly outperformed the previous approaches for
diagnosing thyroid nodules using hybrid classifiers like Deep Maxout and CNN. Table 2 shows our proposed
system is excellent over SAO method on every performance measures. Figure 5 demonstrate the comparison
of our suggested system with SOA method which has got exceptional performance.

Table 2. K-fold analysis of proposed method with SOA method
Methods ~ YOLOV3 CNN DBN Bl GRU Deep-Maxout RNN  Proposed hybrid model

NPV 0.856 0.847  0.856 0.872 0.813 0.865 0.976
FNR 0.130 0.128 0.112 0.119 0.108 0.119 0.023
Specificity 0.876 0.871 0.894 0.886 0.836 0.895 0.987
NPV 0.102 0.101  0.105 0.127 0.113 0.158 0.011
Precision 0.876 0.889 0.855 0.832 0.865 0.909 0.983
Accuracy 0.880 0.873 0.891 0.871 0.890 0.812 0.989
MCC 0.789 0.754  0.799 0.708 0.779 0.808 0.974
Sensitivity 0.888 0.840 0.872 0.892 0.865 0.865 0.983
F_measure 0.854 0.834 0.898 0.871 0.890 0.849 0.986
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Figure 5. Comparison of proposed hybrid method with SOA methods

5. CONCLUSION

To ascertain and categorize thyroid lumps, this learning illustrate an innovative hybrid DL aided
multi-classification method. The median blur method was utilized to get a crisp image by confiscating the
noise from the salt and pepper. The assembly of segments was then developed utilizing segmentation built on
EPIU-Net. From the segmented image, features including multitexton and LTP-based feature extraction is
utilized. Following feature extraction, the DDTI dataset's data augmentation procedure was used. The features
were then supplied to a hybrid classification-based lump classification model, which combines CNN and Deep
Maxout. Furthermore, model trained the features and predicted the thyroid nodules. Our hybrid method got
excellent result for all performance measures for both datasets. Accuracy, FDR, sensitivity, FNR, specificity,
NPV, precision, F-measure, and FPR are 0.976, 0.008, 0.992, 0.017, 0.981, 0.982, 0.981, 0.997, and 0.009
respectively. This showed that the suggested scheme for classifying thyroid nodules using hybrid classifiers
like CNN and Deep Maxout considerably outperformed earlier methods. Moreover the proposed method has
been evaluated by K-fold method which has got accuracy is 98.9%. Upcoming studies may utilize larger
multi-center datasets and transformer-driven hybrid approaches. Clinical validation in real-world settings will
be crucial to confirm robustness and practical effectiveness in thyroid nodule classification.
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