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 This study proposes a machine learning-based approach for automatic 

summarization of scientific documents using a fine-tuned DistilBART model 

a lightweight and efficient version of the bidirectional and auto-regressive 

transformers (BART) architecture. The model was trained on a large corpus 

of 12,540 scientific articles (2015–2023) collected from the arXiv repository, 

enabling it to effectively capture domain-specific terminology and structural 

patterns. The proposed pipeline integrates advanced text preprocessing 

techniques, including tokenization, stopword removal, and stemming, to 

enhance the quality of semantic representation. Experimental evaluation 

demonstrates that the fine-tuned DistilBART achieves high summarization 

performance, with ROUGE-2=0.472 and ROUGE-L=0.602, outperforming 

baseline transformer-based models. Unlike conventional approaches, the 

method shows strong applicability beyond academic research, including 

automated indexing of technical documentation, metadata extraction in digital 

libraries, and real-time text processing in embedded natural language 

processing (NLP) systems. The results highlight the potential of transformer-

based summarization to accelerate scientific knowledge discovery and 

improve the efficiency of information retrieval across various domains. 
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1. INTRODUCTION 

The amount of scientific literature keeps increasing each year. This growth makes it essential to 

effectively extract and organize information from scientific documents [1]-[5]. Researchers and analysts need 

to quickly and accurately examine large volumes of text [6]-[10] to stay updated on the latest developments 

https://creativecommons.org/licenses/by-sa/4.0/
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and find relevant data for their studies. Extracting summaries from scientific documents [11]-[13] has become 

an important task that demands the use of modern natural language processing (NLP) methods [14]-[18]. One 

effective way to meet this challenge is by using models based on the transformer architecture, like bidirectional 

and auto-regressive transformers (BART). BART [19]-[21], created by Facebook artificial intelligent (AI), is 

a hybrid model that combines a bidirectional encoder with an auto-regressive decoder, making it a strong tool 

for text generation, summarization, and understanding meaning. However, despite its high performance, the 

original BART model [22], [23] requires substantial computational resources. Additionally, the use of 

DistilBART will facilitate the creation of analytical reports by summarizing and structuring information from 

various scientific and educational documents, thereby enhancing decision-making processes within scientific 

and academic institutions. Thus, the scientific goal of this work is to develop a universal tool based on the 

DistilBART model that will effectively extract and structure semantic information from scientific documents 

across various fields. 

In the article by Bharadiya [24], a model is presented for summarizing customer reviews. This model 

utilizes NLP techniques and a recurrent neural network, specifically the long short-term memory (LSTM) 

model, for analyzing text data. The model consists of several stages: data preprocessing, feature extraction, and 

sentiment classification. The hybrid approach involves using features related to reviews and aspects to create 

a unique vector representation of each review. Sentiment classification is performed using LSTM. In the article 

by Adhik et al. [25], a review of research on sentiment analysis in texts is presented, highlighting NLP methods 

and machine learning algorithms applied to this task. Both classical algorithms, such as support vector 

machines (SVM), Bayesian networks (BN), maximum entropy (MaxEnt), conditional random fields (CRF), 

and artificial neural networks (ANN), as well as newer approaches like convolutional neural networks (CNN), 

LSTM, K-nearest neighbors (KNN), and others, are discussed. The article analyzes their performance and 

accuracy on open datasets, exploring the limitations of various methods. In the article by Maia et al. [26], 

methods for feature extraction in classification and machine learning tasks are discussed, with a particular focus 

on text data from social networks. The importance of transforming large volumes of raw data into low-

dimensional feature vectors is emphasized, as well as the primary challenges associated with extracting 

knowledge from text datasets to inform accurate decisions. The article aims to provide an overview of feature 

extraction methods used for various applications. 

To improve efficiency and reduce computational costs, DistilBART —a distilled version of the BART 

model —was developed. DistilBART keeps the main benefits of BART while being smaller and faster. It uses 

a technique called knowledge distillation. In this technique, a smaller model, known as the student, is trained 

to copy the behavior of a larger model, called the teacher. In this work, we look at how DistilBART can extract 

semantic structure from scientific documents. The BART model was initially trained on datasets with short 

texts, like the CNN/Daily Mail dataset, which includes news articles and their summaries. To modify the model 

for scientific texts, we gathered a large dataset of scientific articles from open-source repositories such as arXiv. 

We carried out text preprocessing (lowercasing, tokenization, stopword removal, and stemming) that included 

converting text to lowercase, removing unwanted characters and spaces, tokenizing, and eliminating 

stopwords. We then adjusted the pre-trained DistilBART model using our scientific article dataset. During 

training, we modified hyperparameters such as batch size, learning rate, and the number of epochs. We 

monitored metrics like loss and ROUGE scores to track model improvements and prevent overfitting. The 

experimental results showed that the fine-tuned DistilBART model significantly improved the quality of 

information extraction and organization from scientific documents compared to the original model. Therefore, 

using DistilBART to extract semantic structure from scientific documents creates new opportunities for 

automating and improving the efficiency of processing scientific texts. This approach could speed up scientific 

research and improve the quality of data analysis. 

Moreover, automatic summarization has significant relevance to electrical engineering and 

informatics. It can support rapid analysis of technical documentation such as datasheets, standards, and system 

manuals, where engineers often need to extract key information from lengthy documents. Integration of 

summarization into embedded NLP systems enables real-time document parsing on edge devices, facilitating 

intelligent content processing in smart devices and industrial automation environments. 

Additionally, summarization techniques are increasingly essential for digital libraries, academic 

search engines, and metadata generation in large-scale document repositories. By automating information 

extraction and indexing, the proposed approach contributes to more efficient semantic retrieval and knowledge 

discovery workflows across engineering and scientific domains. 

 

 

2. METHOD 

For the development and fine-tuning DistilBART model, a large dataset of scientific articles was 

gathered from open-source repositories, including arXiv. The dataset contained articles from various scientific 

fields, such as geological data, clinical reports, and educational programs. The main stages of data collection 
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involved searching for and downloading articles using the arXiv API. After that, the texts were merged into a 

single corpus for further processing. Text preprocessing is an important step in getting data ready for machine 

learning. The primary steps of preprocessing included converting the text to lowercase to eliminate case 

sensitivity. This was followed by removing unwanted characters and spaces to clean the text, tokenizing the 

text into individual tokens (words or sentences), and removing stopwords, which are common words that 

provide less information. These steps created clean and structured text, ready for further model training. The 

model architecture (Figure 1), based on the transformer for text prediction, includes the following stages: the 

input text is transformed into embeddings, including word embeddings and positional embeddings to capture 

the order of the token sequence. The embedded input is then processed using a masked multi-head self-attention 

mechanism, which enables the model to focus on essential parts of the input sequence. Next, layer 

normalization is applied to stabilize and standardize the output from the attention mechanism. Afterward, a 

fully connected neural network processes the normalized output, applying nonlinear transformations. These 

steps, attention, normalization, and fully connected layers, are repeated six times. This represents several 

transformer layers in the model. Finally, the processed input goes into the text prediction module. This module 

generates the next tokens in the sequence. This structure highlights the significance of multiple data processing 

stages and a strong focus on producing text output. 
  

 

 
 

Figure 1. Architecture of the proposed text prediction model 
 
 

The denoising autoencoder method was also applied to further improve the quality of the embeddings. 

This method allows the model to extract meaningful features by removing noise from the data and improving 

its quality. The cleaned data was then used to obtain context-dependent embeddings through the DistilBART 

model, which improved the quality of text analysis. Experiments showed that combining these approaches with 

DistilBART significantly increases the model's efficiency in tasks like summarizing and structuring 

information from scientific documents, making it a flexible tool for various applications. To adjust the 

DistilBART model for scientific texts, we tuned specific hyperparameters, including batch size, learning rate, 

and the number of epochs. The fine-tuning process included loading the pre-trained DistilBART model using 

the Hugging Face Transformers library, tweaking the hyperparameters to optimize the training parameters, 

running the fine-tuning process on the prepared dataset of scientific articles, and monitoring metrics like loss 

and ROUGE scores to track model improvements and prevent overfitting. Tokenization and stopword removal 

were implemented using the NLTK (version X.X) library, while stemming was performed using the Porter 

stemmer available in NLTK. Regular expressions in Python 3.10 were used for removing special characters. 

 

 

3. RESULTS  

We evaluated the summarization quality using standard metrics such as ROUGE-1, ROUGE-2, 

ROUGE-L, BLEU, and F1-score. These metrics measure n-gram overlap, precision, recall, and  

overall similarity between the generated and reference summaries. The fine-tuned DistilBART achieved 

ROUGE-2=0.472 and ROUGE-L=0.602, indicating strong performance in preserving semantic content and 

sentence structure. 
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The dataset for fine-tuning the DistilBART model was sourced from the open-access repository 

"arXiv." This repository features a wide range of scientific articles in different fields, such as geological data, 

clinical reports, and educational programs. Including this dataset helped the model adjust to various types of 

scientific texts. During preprocessing, we applied steps like tokenization, stopword removal, and cleaning 

techniques to prepare the data for training. The results revealed that the model fine-tuned on the "arXiv" dataset 

performed better than its baseline version in summarizing and structuring scientific documents, as shown by 

improved ROUGE-2 and ROUGE-L metrics. This demonstrates the value of using specific datasets to boost 

the performance of NLP models. We collected a total of 12,540 scientific articles from the "arXiv" open-access 

repository, covering publications from January 2015 to December 2023. The distribution of the dataset was as 

follows: computer science (30%), medical sciences (25%), engineering (20%), earth sciences (15%), and other 

disciplines (10%). 

The results of fine-tuning showed a significant improvement in the quality of information extraction 

and structuring from scientific documents compared to the original model. The model's quality was evaluated 

using ROUGE metrics. This helped us measure how much the model's performance improved in tasks like 

summarization and text structuring. We used graphs and tables to visually present the results. These showed 

changes in metrics during training and compared the model's performance before and after fine-tuning. For 

instance, the loss change graph during training displayed a steady decrease in loss values as the number of 

epochs increased. This indicated that the model was gradually improving. We selected key hyperparameters 

for the DistilBART model, including batch size (16), learning rate (3e-5), and number of epochs (10), to find 

a good balance between quality and training efficiency. Visualizing the DistilBART model's structure and the 

ROUGE metric graph during fine-tuning demonstrated the advantages of using this model for extracting 

semantic structure from scientific documents. The DistilBART model was fine-tuned using the Hugging Face 

Transformers library (version 4.30.2) and PyTorch (version 2.0.1). The AdamW optimizer (β₁=0.9, β₂=0.999, 

and ε=1×10⁻⁸) was applied with a learning rate of 3×10⁻⁵, a batch size of 16, and a total of 10 training epochs. 

Early stopping was implemented with a patience of 3 epochs, monitoring the ROUGE-L score on the validation 

set. Model checkpointing was applied to retain the version with the highest validation ROUGE-L score. Since 

the dataset contained summaries of similar length across all categories, no class imbalance handling was 

required. Training was performed on an NVIDIA A100 GPU (40 GB VRAM). 

The use of the DistilBART model for extracting semantic structure from scientific documents has 

proven to be effective. The fine-tuned model demonstrated high performance in summarization and 

information structuring tasks, opening new possibilities for automating and improving the efficiency of 

scientific text analysis. Various aspects of the DistilBART model's performance, using different approaches to 

data preprocessing and training, are illustrated below. Figure 2 illustrates the tracking of loss evaluation for 

each approach, enabling an assessment of model performance. Observations indicate that the advanced 

preprocessing approach has the lowest loss value, indicating better model performance. The basic 

preprocessing and base model show similar but slightly higher loss values. Meanwhile, denoising autoencoders 

show higher loss values, suggesting lower performance. The lower loss value with advanced preprocessing 

indicates better generalization ability and model performance. 

 

 

 
 

Figure 2. Evaluation loss curves for different preprocessing approaches 
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Figure 3 illustrates a comparison of execution times for evaluating each approach, highlighting the 

computational efficiency. Observations revealed that denoising autoencoders have a shorter execution time 

compared to other methods, while the base model, basic preprocessing, and advanced preprocessing exhibit 

longer and similar execution times. Despite the high computational efficiency of the autoencoders, their lower 

performance, as indicated by higher loss values and lower ROUGE scores, suggests a trade-off between speed 

and quality. 

 

 

 
 

Figure 3. Comparison of execution time (runtime) for different model evaluation approaches 

 

 

Figure 4 shows the differences in model performance across various datasets. This is important when 

choosing a model for a specific task. We evaluated the fine-tuned DistilBART, and it performed much better 

on the "Scientific papers/arXiv" dataset than on the "CNN/Daily Mail" dataset. The ROUGE-2 and ROUGE-

L scores for "Scientific papers/arXiv" were much higher, which indicates better performance when handling 

scientific articles. In contrast, the results on the "CNN/Daily Mail" dataset were lower. This might suggest that 

the model has a harder time with news articles or that it needs more fine-tuning for this type of data. 

 

 

 
 

Figure 4. Model performance comparison on “Scientific papers/arXiv” and “CNN/Daily Mail” datasets based 

on ROUGE-2 and ROUGE-L metrics 

 

 

Figure 5 clearly illustrates the impact of different approaches to preprocessing and training on the 

quality of models used for text summarization. The ROUGE-2 and ROUGE-L metrics are shown for four 

methods of data preprocessing and model training. The model with better preprocessing gets the best results in 

both metrics. This highlights how effective complex data preprocessing techniques can be, such as 

tokenization, stopword removal, and stemming. The model with simpler preprocessing also shows improved 

results compared to the base model, which confirms that data preprocessing matters. The model using denoising 

autoencoders for data cleaning has slightly lower ROUGE-2 scores. However, it still performs well on the 
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ROUGE-L metric, showing that noise removal is effective, although it needs further tuning. Overall, the 

analysis of ROUGE-2 and ROUGE-L metrics for different preprocessing and training methods emphasizes the 

need for careful data processing before training models. Advanced data preprocessing proves to be the most 

effective approach. At the same time, basic preprocessing and the autoencoder method also show 

improvements over the base model, albeit with further refinement required to achieve better results. 

 

 

 
 

Figure 5. ROUGE-2 and ROUGE-L scores for different preprocessing and training approaches 

 

 

The comparative analysis reveals that advanced data preprocessing proves to be the most effective 

approach for enhancing the performance of the DistilBART model in extracting semantic structure from 

scientific texts. This method consistently outperforms others, demonstrating its superiority in handling complex 

data through techniques such as tokenization, stopword removal, and stemming. While basic preprocessing 

and the base model approaches also yield promising results, they fall short of the advanced method in terms of 

overall performance. On the other hand, the denoising autoencoder method shows potential but requires further 

optimization to improve its metrics and achieve fully competitive outcomes. 

To provide a clear and transparent presentation of the model’s performance, we report the exact 

numerical values of ROUGE-2 and ROUGE-L scores before and after fine-tuning, as well as across different 

preprocessing approaches and datasets. Table 1 summarizes these results, allowing a direct comparison 

between the base model, basic preprocessing, advanced preprocessing, and the denoising autoencoder approach 

for both the Scientific papers/arXiv and CNN/Daily Mail datasets. 
 
 

Table 1. ROUGE-2 and ROUGE-L scores before and after fine-tuning across datasets and preprocessing 

approaches 
Model/approach Dataset ROUGE-2 ROUGE-L ΔROUGE-2 vs base ΔROUGE-L vs base 

Base model Scientific 
papers/arXiv 

0.412 0.556 – – 

Basic preprocessing Scientific 

papers/arXiv 

0.438 0.574 +0.026 +0.018 

Advanced preprocessing Scientific 

papers/arXiv 

0.472 0.602 +0.060 +0.046 

Denoising autoencoder Scientific 
papers/arXiv 

0.445 0.583 +0.033 +0.027 

Advanced preprocessing CNN/Daily Mail 0.392 0.521 – – 

 

 

As shown in Table 1, the advanced preprocessing method consistently outperforms the base model 

and other preprocessing approaches, achieving the highest ROUGE-2 (0.472) and ROUGE-L (0.602) scores 

on the Scientific papers/arXiv dataset. The performance gap is particularly notable when compared to the base 

model (+0.060 in ROUGE-2 and +0.046 in ROUGE-L), demonstrating the effectiveness of complex data 

cleaning and token normalization techniques. 

To confirm that the observed performance improvements are not due to random variation, we 

conducted statistical significance testing using a paired t-test on the ROUGE-2 scores from 500 randomly 

selected test samples. Table 2 presents the p-values for comparisons between the advanced preprocessing 

approach and other methods. 
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The p-values in Table 2 indicate that the differences between the advanced preprocessing approach 

and the other methods are statistically significant at the 5% level. This confirms that the observed 

improvements are consistent and not attributable to random noise in the evaluation process. To place our results 

in the context of existing state-of-the-art summarization techniques, we compared the fine-tuned DistilBART 

model with advanced preprocessing to BART-base, T5-small, Pegasus-base, and an LSTM+Attention model 

trained on the same dataset. Table 3 reports the ROUGE-2 and ROUGE-L scores for each model. 
 

 

Table 2. Statistical significance testing (paired t-test) for ROUGE-2 score improvements 
Comparison ΔROUGE-2 p-value 

Advanced vs Base +0.060 0.008 

Advanced vs Basic +0.034 0.012 
Advanced vs Denoising Autoencoder +0.027 0.041 

 

 

Table 3. Comparison with other state-of-the-art summarization models 
Model Dataset ROUGE-2 ROUGE-L 

DistilBART (advanced) Scientific papers/arXiv 0.472 0.602 

BART-base Scientific papers/arXiv 0.458 0.589 

T5-small Scientific papers/arXiv 0.441 0.571 
Pegasus-base Scientific papers/arXiv 0.465 0.593 

LSTM+Attention Scientific papers/arXiv 0.398 0.538 

 

 

To place our results in the context of existing state-of-the-art summarization techniques, we compared the 

fine-tuned DistilBART model with advanced preprocessing to BART-base, T5-small, Pegasus-base, and an 

LSTM+Attention model trained on the same dataset. Table 3 reports the ROUGE-2 and ROUGE-L scores for each 

model. To complement the quantitative evaluation of model performance, a qualitative analysis was conducted 

using representative examples from two domains: scientific and news. For each case, the source text, the model-

generated summary, and a human reference summary are presented, alongside quantitative evaluation metrics 

(ROUGE-2 and ROUGE-L). The scientific example demonstrates how the model effectively retains technical 

terminology and factual accuracy. In contrast, the news example highlights the model’s ability to condense event-

based content, albeit with minor omissions in contextual details. The results are summarized in Table 4. 

 

 

Table 4. Source text, model-generated summary, human reference summary, and quantitative evaluation 

Domain Source text Model summary 
Human reference 

summary 

ROUGE-

2 

ROUGE-

L 

Scientific Automatic text analysis plays a crucial 

role in the modern information society, 
where data volumes are increasing at an 

unprecedented rate. The efficient 

processing and analysis of text 
information are becoming increasingly 

relevant in various areas, including 
information retrieval, topic modeling, and 

automatic document summarization. One 

of the promising areas in this field is the 
use of semantic matching methods, which 

take into account not only the frequency 

of term occurrence but also their 
contextual meaning within the text. 

Automatic text 

analysis is crucial for 
managing the rapidly 

increasing volume of 

information. Semantic 
matching methods are 

promising because 
they consider both 

term frequency and 

contextual meaning, 
supporting tasks such 

as information retrieval 

and summarization. 

The increasing volume 

of data makes 
automatic text analysis 

vital. Semantic 

matching methods 
enhance this process 

by combining term 
frequency analysis 

with contextual 

understanding, thereby 
benefiting applications 

such as retrieval, topic 

modeling, and 
summarization. 

0.89 0.94 

News The European Space Agency’s Proba-3 

mission has successfully created the first 
artificial solar eclipse in space, marking a 

groundbreaking achievement in solar 

research. Utilizing two satellites flying in 
ultra-precise formation, one satellite 

blocks the Sun’s bright disk while the 

other captures high-resolution images of 
the Sun's elusive outer atmosphere, the 

solar corona. These early images provide 

unprecedented detail, offering valuable 
insights into solar activity, solar storms, 

and the mysterious heating of the Sun’s 

outer layer, which is significantly hotter 
than its surface. 

ESA’s Proba-3 

mission produced the 
first artificial solar 

eclipse in space, using 

two satellites in precise 
formation to block the 

Sun and image its solar 

corona. The high-
resolution images offer 

new insights into solar 

activity, solar storms, 
and the unexpectedly 

hot outer layer of the 

Sun. 

The Proba-3 mission 

by ESA achieved a 
landmark by creating 

an artificial solar 

eclipse using dual 
satellites. This 

arrangement enabled 

one satellite to obscure 
the Sun while the other 

photographed the 

corona in 
unprecedented detail, 

advancing our 

understanding of solar 
phenomena and 

coronal heating. 

0.85 0.91 
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As shown in Table 4, the summaries created by the model received high similarity scores compared 

to the human reference summaries in both areas. The ROUGE-2 values were 0.89 for scientific examples and 

0.85 for news examples. The ROUGE-L values were 0.94 and 0.91, respectively. These results show that the 

model can maintain important information and sentence structure across different types of content. However, 

a closer look uncovered some common issues. These include missing some low-frequency but relevant details, 

overgeneralizing in narrative contexts, and minor factual errors in complex sentences. Fixing these issues 

through fine-tuning for specific domains and adding more vocabulary could help improve performance across 

different areas. 

 

  

4. DISCUSSION 

The experimental results show that the DistilBART-based summarization model, combined with 

improved preprocessing, consistently outperforms the baseline approach in both scientific and news domains. 

This matches previous research indicating that domain-specific preprocessing can significantly boost 

summarization accuracy by maintaining important domain-specific terms and structures [12], [17], [21]. The 

gains in ROUGE-2 and ROUGE-L (up to 0.89 and 0.94 in the scientific domain) suggest that semantic filtering 

and lemmatization are essential for keeping factual accuracy and improving coherence, as noted in [8], [19]. 

The model performs better on scientific texts than on CNN/daily mail articles due to variations in vocabulary 

density, sentence complexity, and factual focus. Previous studies have found that abstractive models trained 

on structured, information-rich datasets generally perform better on similar high-density datasets [6], [15]. 

However, as pointed out in [22], performance across different domains can decline when there are large stylistic 

and wording differences, highlighting the need for more adaptation methods. 

Qualitative analysis (Table 3) confirmed that the model effectively captures the main ideas of the 

source text. Still, some low-frequency but relevant details were occasionally left out, and minor factual 

inaccuracies arose in long, complex sentences. These problems reflect the error patterns found in [14] and 

emphasize the need to add factual consistency checks or combine extractive and abstractive methods [18]. The 

runtime analysis revealed that improved preprocessing not only boosts accuracy but also slightly decreases 

execution time. This finding aligns with results in [11] for other sequence-to-sequence models. This efficiency 

gain is important for real-time or resource-limited applications. Overall, the findings suggest that using domain-

specific preprocessing with DistilBART fine-tuning offers a practical and effective approach for abstractive 

summarization across various datasets. However, more work is required to strengthen cross-domain 

performance, integrate factuality verification modules, and explore combined architectures that utilize the 

benefits of both abstractive and extractive techniques. 

Beyond traditional NLP applications, the proposed approach has strong cross-domain potential. Its 

integration into smart devices for real-time document summarization, automated semantic indexing for digital 

libraries, and efficient metadata extraction for engineering documentation highlights its relevance to both 

informatics and electrical engineering. This adaptability positions the model as a key component in future 

intelligent content management systems. 

 

 

5. CONCLUSION 

This study evaluated the effectiveness of a fine-tuned DistilBART model for abstractive 

summarization of scientific and news texts, with a focus on preprocessing strategies. The experimental results 

demonstrated that advanced preprocessing techniques-such as tokenization, stopword removal, and stemming-

consistently improved ROUGE-2 and ROUGE-L scores compared to the baseline, particularly for scientific 

articles where domain-specific terminology and factual accuracy were better preserved. The findings highlight 

the practical value of combining domain-oriented preprocessing with transformer-based models to enhance 

both the quality and efficiency of automatic summarization. These results may inform the development of 

reliable summarization systems for academic, journalistic, and industrial applications. Future research should 

investigate cross-domain generalization using broader datasets, integrate factual consistency verification, and 

explore hybrid architectures that combine abstractive and extractive methods. Such directions could further 

reduce factual errors, address low-frequency information loss, and expand the applicability of summarization 

systems in real-world scenarios. 

The novelty of this research lies in the integration of domain-specific preprocessing with a fine-tuned 

DistilBART model, enabling superior summarization quality on scientific texts and strong adaptability to 

technical documentation. Future work will focus on expanding cross-domain applicability, incorporating 

factuality verification, and deploying the model in real-time embedded NLP systems. 
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