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 In the recent era of computational technologies, the internet is needed daily. 
The data generated is enormous and primarily stored on dedicated servers or 
clouds. Data migration and transfer are significant tasks for maintaining 
consistency and updating data. The data is the most critical component in 
any cloud service. There are various methods to protect data, like secure 
transfer, encryption, and authentication. These techniques are used as per 
need and transmission of the data. As data grows on a server or cloud, it 
must be migrated securely. Here, the exhaustive survey is provided for 
building a framework for migrating and transmitting cloud data. The 
framework should be sustainable and adaptable for load-balancing recovery 
and secure transmission. Various security load balancing parameters must be 
considered to obtain these state-of-the-art functionalities in the framework. 
The existing similar frameworks are studied, and findings are proposed in 
the paper to develop the framework. 

Keywords: 

Cloud computing 
Cloud technology  
Data migration 
Framework 
Load balancing 
Secure transmission 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Naresh Vurukonda 
Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation 
Vaddeswaram, Guntur, Andhra Pradesh, India 
Email: nareshvurukonda789@gmail.com 

 
 
1. INTRODUCTION 

The emergence of cloud technologies comes with advantages and disadvantages. Cloud technology 
is beneficial in various factors over dedicated servers like security, load balancing (LB), and optimization, 
while some are challenges, such as the number of customers using the cloud. IT industries are developing and 
rigorously utilizing the cloud for application development and data storage, which come up with different 
questions related to the same factors as security and all. Real-time applications need fast computation and 
data access; overburdening secure layers may lose purpose [1], [2]. 

The recent decade's development in cloud computing has created various research in these areas, 
which needs different architectures and frameworks in cloud technology, which may enable modeling, 
simulation, and infrastructure to be secure, sustainable, and optimized for various applications and their 
needs. Most cloud users need fast, secure, easy customization, and configuration without considering 
technological backend features such as migration, LB, and virtual machine (VM) management. Some recent 
development uses intelligence in different layers to provide needed features like heuristic in migration to 
nodes. Other uses swarm intelligence for it. These intelligent algorithms help in providing fast LB in VMs. 
Cloud services (infrastructure as a service (IaaS), platform as a service (PaaS), and software as a service (SaaS)) 
have other challenges and need different solutions. Cloud service providers (CSP) must consider all these 
issues and challenges [3], [4]. 
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Hence, we are motivated to provide a generic framework to provide state-of-the-art solutions for 
different layers of problems. The exhaustive survey indicates different parameters to provide various types of 
solution integration in the framework. This integration with the optimal utility to maintain fast responses is a 
key feature of the proposed framework. The application-specific customization is another advantage of the 
framework, so need-based customization and optimization is a standout feature of the proposed framework. 
 
 
2. PROPOSED METHOD 

A proposed framework for optimal end-to-end secure access shown in Figure 1. From the literature 
survey, as per need, the optimal best algorithm selection module is provided in the framework. Existing  
end-to-end transmission control protocol/internet protocol (TCP-IP) protocol-based security is identified. 
Optimal secure algorithms are incorporated to provide layer-based end-to-end security. The secure protocol 
suite with two-way data storage encryption will improve security on different brute force and middleman 
attacks. The LB algorithm selection provides an optimal algorithm selection per resource utilization and 
VM's ideal time. 

Similarly, recovery algorithm selection is based on deployment, user, and cloud type. This will 
improve access and security to data and applications. The significant improvement with this framework is 
algorithm selection for fast response and maintaining end-to-end security. 
 
 

 
 

Figure 1. End-to-end optimal cloud security framework 
 
 
3. OPEN CLOUD 

As discussed in the introduction, several cloud services are classified into IaaS, PaaS, and SaaS-based on 
their utilities and the cloud services shown in Figure 2. Here, the literature survey mainly focuses on fault tolerance 
and recovery, LB, and security. Some open-source cloud simulators are being used for experimental purposes. 
Their features are described in Table 1. 

 
 

 
 

Figure 2. Cloud services 
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Based on their utilities, different services in the ever-changing cloud computing landscape are divided 
into three categories: SaaS, PaaS, and IaaS. These divisions are essential in defining the features and services 
provided by cloud services, as Figure 2 shows. This survey's investigation of fault tolerance and recovery 
techniques in cloud systems is one of its main goals. Given the inherent complexity of distributed systems, it is 
critical to comprehend how cloud services manage errors and bounce back from disturbances. The assessment 
assesses best practices and current methodology in this field, illuminating novel strategies to improve system 
resilience. Understanding and developing cloud services require experimentation. In light of this, the survey 
investigates the use of free and open-source cloud simulators for testing. The features of these simulators are listed 
in Table 1, which also provide an overview of their capabilities and how they support the creation and testing of 
cloud-based solutions. 

 
 

Table 1. Features of cloud simulators 

Simulator Features 
Language Type GUI support Stimulation time 

CloudSim [4], [5] Java Open source Limited Second 
Green cloud [6] C++ Open source Limited (support via nam) Minute 
iCanCloud [7] C++ Open source Not limited Second 

 
 
4. LOAD BALANCING 

It is one of the key tasks in cloud computing, sometimes called migration. Applications and data are 
being migrated from nodes or VMs based on policies mentioned in Figure 3. Location, information, 
selection, and transfer-based policies represent different load-balancing needs. Location policy indicates 
geographical data migration, like country data can be migrated from one to another for fast access. Similarly, 
other policies are designed for the migration of data [8], [9]. 
 
 

 
 

Figure 3. LB policies 
 
 

There are LB techniques shown in Figure 4. Based on system state and initiation, there are sub-types 
discussed. Sender, receiver, and symmetric initiation typically represent LB initiation started. The same 
algorithmic strategies used for static and dynamic LB are shown under system state-based LB [10]–[12]. 
Tables 2 and 3 shows LB algorithm comparison. 
 
 

 
 

Figure 4. LB techniques 
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Table 2. LB procedures comparison 
Scheduling algorithms Merits Demerits 

Throttled LB  Worthy performance; and the list manages tasks Tasks want to have waited 
Carton  Worthy performance; and the list manages tasks Tasks want to have waited 
Ant-colony  It required low communication; equal distribution of 

responses; good performance; and fairness 
It depends upon lower costs 

Honey bee  Faster data collection; minimizes makespan; independent 
tasks; and computationally intensive 

The search takes a long time; an 
unknown number of ants; and the 
network needs to be fixed 

Dynamic LB  Response time reduced; and upturns throughput With a VM machine, high-importance 
tasks can be made 

Max–min  Allocate work at runtime; and current state fault tolerance. More difficult; and want nodes constant 
check 

Min-min  Necessities are previously known The average waiting time is longer 
Round robin  The completion time value needs to be improved; and it 

displays the best result in the presence of more minor tasks 
Tasks and machine differences can't be 
expected; and starvation 

Static LB  Also used priority; fairness performs better for short CPU 
bursts; easy to understand; and fixed time quantum 

More context switch; and larger tasks 
take a long time 

 Fewer complexes; divides the traffic equally; and compile 
time lb 

No changes at runtime; and it is 
restricted to load variations 

 
 

Table 3. LB algorithms comparison continue 
LB 

algorithms 
Fairness 

Response 
time 

Throughput Overhead 
Fault 

tolerance 
Performance 

Resource 
utilization 

Speed Complexity 

Static [9]–
[13] 

 High 
speed 

Large N/A × High speed Large High 
speed 

Less 

Round Robin 
[14] 

 High 
speed 

Large Large × High speed Large N/A Less 

Min-Min 
[15], [16] 

× High 
speed 

Large Large × High speed Large Fast Less 

Max-Min 
[17] 

× High 
speed 

Large Large × High speed Large High 
speed 

Less 

Dynamic 
[18], [19] 

× Slow Large Large  Slow Large High 
speed 

High speed 

Honey bee 
[20] 

× Slow Large Minimum × Slow Large High 
speed 

Less 

Ant colony 
[21] 

× Slow Large Large N/A Slow Large High 
speed 

× 

Carton [22]  High 
speed 

Large N/A N/A High speed Large High 
speed 

High speed 

Throttle [23] × High 
speed 

Less Minimum  High speed Large High 
speed 

Less 

OLB+LBMM 
[24] 

× Slow Large Minimum × High speed Large Slow High speed 

 
 
5. RECOVERY AND FAULT TOLERANCE 

Different CSPs use different recovery mechanisms in case of data loss. A comparative analysis of 
such mechanisms is given in Table 4 based on their properties. Similarly, different architectures have 
different policies for fault tolerance compared to Table 5 for disaster recovery (DR). 
 
 

Table 4. Cloud recovery mechanism and properties 

Cloud-based DR 
systems 

User 
premises 
backup 

Dual-role 
operation 

Multi-
tier 

Multiple 
back-ups 

Shared 
data 

storage 

Security 
techniques 

Quorum
host 

Live VM 
migration 

Knowledge-
based DR 

service 

Pipeline 
replication 

SecondSite [25]           
Remus [26]           
Romulus [27]           
DT-enabled cloud 
architecture [28] 

          

Kemari [29]           
RUBiS [30]           
Taiji [31]           
HS-DRT system [32]           
PipeCloud [30]           
Disaster-CDM [33]           
Distributed cloud system 
architecture [34] 

          
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CSPs use several recovery techniques to lessen the effects of data loss. A thorough comparison of 
these systems based on their salient characteristics is shown in Table 4. It takes into account things like 
scalability, consistency of data, and recovery time. It's critical for firms to comprehend these attributes in 
order to select a CSP that best suits their unique recovery needs. Fault tolerance policies play a crucial role in 
guaranteeing the robustness of cloud infrastructures, even beyond data recovery. Table 5 lists the various 
fault tolerance strategies that various architectures have chosen. This covers methods to deal with system 
failures and DR tactics. Organizations that want to continue operating smoothly even in the face of 
unforeseen difficulties must evaluate these policies. The ability of a company to recover from data loss and 
survive system outages is greatly impacted by the cloud service provider that it chooses. Organizations can 
make decisions that are relevant to their needs by comparing the recovery techniques and fault tolerance rules 
shown in Tables 4 and 5. 
 

 
Table 5. Cloud fault tolerance comparison 

Fault tolerance 
architectures 

for cloud 
computing 

Fault recovery Techniques and policies Fault detection 
Main 

features/usage 
   Proactive Reactive   

Fault 
mask 

Node 
recovery 

System 
recovery 

Self-
healing 

Preemptive 
migration 

Checkpoi
nt/restart 

Replication 
Job 

migration 
Self-

detection 
Other 

detection 
Group 

detection 
 

Map–Reduce 
[35] 

           Big data 
processing 

Haproxy [36]            Uninterrupted 
BFT-Cloud 
[37] 

           Arbitrary fault 
detection 

Gossip [38]            Optimize than 
byzantine 

MPI [39]            For parallel 
programming 

FTM [40]            Full policy 
PLR [41]            Real-time HPC 
FTM-2 [42]            Detached fault 

detector 
LLFT [43]            Low latency 
AFTRC [44]            Real-time HPC 
FT-Cloud [45]            Component 

ranking based 
FTWS [46]            Workflow 
Vega Warden 
[47] 

           Virtualization 

Magi Cube 
[48] 

           Low 
redundancy 

Candy [49]            Component-
based 

 
 

6. SECURITY 
Security is the most crucial issue in dedicated server vs cloud comparison. Different aspects need to 

be considered before comparison. There are some characteristics [50] of cloud storage given in Table 6. 
Based on these storage characteristics, data is stored in the cloud. The stored data needed to be protected; 
hence, there are some security groups and problems [51] described in Table 7. Table 8 represents the cloud 
security framework comparison. 

 
 

Table 6. Cloud storage characteristics 
Characteristic Description 

Control Capacity to control a system for different parameters like configuration, costing, and performance 
Manageability Achieve a system with minimal resources 
Scalability Capability to scale to get higher demands 
Access technique Protocol over which cloud storage is unprotected 
Data availability System's uptime measure 
Multi-tenancy Support for multiple users 
Storage efficiency They are measured on storage parameters such as speed, redundancy, and data errors. 
Cost Measure based on space needed and used 
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There is a growing controversy in the field of data management regarding dedicated servers vs cloud 
storage. Security is a key component of this conversation since businesses want to safeguard their important 
data. Prior to comparing cloud computing to dedicated servers, it is critical to take into account a number of 
factors that influence the security paradigm. The fundamental features of cloud storage are listed in Table 6, 
which forms the basis for cloud data management. These attributes—which range from accessibility to 
scalability—have a significant impact on the storage market. Still, security continues to be the main focus, 
highlighting the necessity of strong defenses. Cloud data storage necessitates a closer attention to security 
measures. Table 7 explores security groups and possible issues pertaining to cloud storage. Every component, 
including access controls and encryption techniques, helps to protect the confidentiality and integrity of data 
that is stored. 
 
 

Table 7. Cloud security categories 3 
Category Description Label Issues 

Security standards Describes the standards to prevent 
attacks as per government laws 

I1 Security standard’s absence 
I2 Risks of compliance 
I3 Auditing absence 
I4 Legal aspects absence (service level agreement) 
I5 Trust 

Network Network attacks include 
connection, denial of service 
(DoS), DDoS, and availability 

I6 Network firewall’s appropriate installation 
I7 Configurations of security of network 
I8 Vulnerabilities of internet protocol 
I9 Dependence of internet 

Access Attacks related to authentication 
and access control 

I10 Service hijacking and account 
I11 Malevolent insiders 
I12 Authentication appliance 
I13 Restricted user admittance 
I14 Security of browser 

Cloud infrastructure Attacks on cloud infrastructure 
like tampered privileged and 
binaries insiders. 

I15 API’s insecure interface 
I16 Service quality 
I17 Technical fault’s sharing 
I18 Supplier’s dependability 
I19 Misconfiguration of security 
I20 Multi-tenancy 
I21 Backup and server location 

Data Security issues like data 
migration, integrity, and 
confidentiality 

I22 Redundancy of data 
I23 Information leakage and loss 
I24 Location of data 
I25 Recovery of data 
I26 Privacy of data 
I27 Protection of data 
I28 Availability of data 

 
 

Table 8. Cloud security framework comparison 
Item/framework Layer Function Security goal Infrastructure Approach Technology Application Architecture Collaboration 

Wang et al. [52] Yes Yes Yes Yes NA Yes Yes NA Yes 
Talib et al. [53] Yes Yes Yes Yes Yes Yes NA Yes Yes 
Takabi et al. [54] Yes Yes Yes Yes Yes Yes Yes NA Yes 
Yu et al. [55] NA NA Yes Yes Yes Yes Yes NA Yes 
Du et al. [56] Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Venkatesan and Vaish [57] NA Yes Yes Yes Yes Yes NA Yes Yes 

 
 
7. CONCLUSION 

The proposed framework provides layer-based end-to-end protection for data and applications in the 
cloud. A selection of load-balancing algorithms at the runtime provides optimal migration. These dynamic 
algorithm selection modules for LB, fault tolerance framework and recovery help optimally execution for 
migration, security, and data transmission. The various certification as per domain security ensures data 
privacy. A significant improvement will be observed in algorithm selection as per the need of resources and 
system, VM ideal time. This will improve the throughput of the system without compromising security. The 
proposed framework is an open security structure that includes two-way protection at each layer of  
end-to-end security. The performance major is still a significant concern and will be calculated based on 
different parameters for domains like security, migration, and throughput. 
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