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Article history: Complex system science has recently shifted its focus to include modeling,
. simulation, and behavior control. An effective simulation software built on

Received Apr 7, 2023 robot operating system (ROS) is used in robotics development to facilitate

Revised May 25, 2023 the smooth transition between the simulation environment and the hardware

Accepted Jun 5, 2023 testing of control behavior. In this paper, we demonstrate how the

simultaneous localization and mapping (SLAM) algorithm can be used to
allow a robot to navigate autonomously. The Gazebo is used to simulate the
Keywords: robot, and Rviz is used to visualize the simulated data. The G-mapping
package is used to create maps using collected data from a variety of

Gazebo sensors, including laser and odometry. To test and implement autonomous
Robot . navigation, a Turtlebot was used in a Gazebo-generated simulated
Robot operating system environment. In our opinion, additional study on ROS using these important
Rviz tools might lead to a greater adoption of robotics tests performed, further
Simultaneous localization and evaluation automation, and efficient robotic systems.
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1. INTRODUCTION

The field of robotics is an area that has seen a significant increase in the number of research carried
out in the last few decades [1], [2]. Numerous software components are shared by most robots, making
collaboration crucial. Reusing robot control software developed globally speeds up development [3], [4].
Robot operating system (ROS) has this feature, so it is widely used in research and even in industries [5], [6].
ROS’s growing popularity in the robotics scientific community can be attributed to the addition of simulation
support with Gazebo and visualization tools such as Rviz and Rqt graph [7]. To understand how the different
features of ROS can be used in a basic remote-control application, a holistic approach is needed [8]. Our
primary research focus is on the autonomous navigation domain in a closed indoor environment. The
majority of the costs related to manual material handling are due to labor costs; however, the use of
autonomous robots is becoming increasingly common in industrial applications. By utilizing these
autonomous robot vehicles, the plant can save up to 30% on material handling costs [9], [10]. With minimal
assistance, these self-driving robots possess the ability to traverse their surroundings autonomously in
hazardous areas for workers. Different methods can be used to resolve navigation problems such as mapping,
localization, and path planning [11]. The objective of the proposed work focus on describes and show the
notion of constructing and designing a mobile robot with the ability to visually identify and evade stationary
objects using simultaneous localization and mapping (SLAM) and independently navigating to the intended
destination.
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Since ROS is free and open-source software, it is widely used in robotics teaching and research [12].
C and Python, two programming languages that are quite popular nowadays, are employed for the
development of this software. ROS robot software comprises of several nodes working together and
communicating so other nodes may get data. Each node may use multiple languages. The ROS SLAM
approach has two distinct phases [13], the first step is to conduct the survey and draw out the map, which is
then posted to the Map_Server as a topic. To address the second half of the problem, identifying the survey
robot’s position on the map, a method called adaptive monte carlo localization (AMCL) is available for ROS.
Different SLAM libraries are available in ROS, including G-mapping, Hector SLAM, and Karto SLAM
[14]. Many studies [15]-[17] used UGV robots equipped with a Hector SLAM and a LiDAR sensor, both of
which utilize laser scans to generate 2D maps and pinpoint locations. Some studies used the SLAM G-
mapping method, which can recognize the position and construct a map in a large room using the ROS
system, to develop the automated movement robot [18]. Because it creates a two- or three-dimensional model
of the robotic work area from the information on the exact geometry of the environment gathered by different
sensors, the mapping approach is regarded as an essential duty in mobile robots. When it comes to mobile
robotics, this mapping method is required for accurate localization, precise placement relative to both the
robot and the target, and collision-free movement [19]. Using both RGB-D and wheel encoder data,
researchers in [20] propose an RGB-D SLAM system for interior mapping and navigation. In this paper,
we’ll look at how the SLAM technique in ROS and data sent from TurtleBot3’s LiDAR sensor can be used to
identify obstacles and build a map that can be saved in the Map_Server. Regarding the ability of ROS to
recognize locations, the AMCL algorithm is used by the system in order to locate the position of the robot on
the ground. Adjusting the relevant parameters for the robot upon entry into a narrow and enclosed region,
such as a pipe, and allowing the robot to travel autonomously according to the map, and determining the
proper path when meeting obstacles test the SLAM approach in ROS.

2. SIMULATION ENVIRONMENT

The robot operating system is a Berkeley software distribution (BSD) licensed open-source meta
operating system. Using the built-in tools and libraries that are offered by ROS, users are able to write code,
construct software, and test it on many computers. ROS makes available a wide variety of services, including
the control of low-level devices, the implementation of commonly used functionality, the exchange of
messages between multiple processes, and the administration of packages [21]. Because ROS allows us to
utilize previously established packages like G-mapping and teleop_key, it shortens the amount of time
needed for development [22].

Gazebo serves as a three-dimensional dynamic simulator that can simulate a variety of different
models of robots operating in both indoor and outdoor conditions [23]. Gazebo allows for testing robotic
models in virtual environments and incorporating sensor data [24]. It enables testing the functionality of a
robotic model under particular circumstances without causing any damage to the hardware [25]. It is powered
by a physical mechanism that generates light, inertia, and gravity. For the purpose of describing the various
components of the robot, an XML file known as the universal robotic description format (URDF) has been
utilized. Figure 1 depicts a 3D model of a Turtlebot that has been replicated inside of a Gazebo. The setting
shown in Figure 2 is used for the purpose of testing the robotic model.

AR L L I E AL

Figure 1. Turtlebot model in Gazebo Figure 2. Simulated environment in Gazebo

Simulation of autonomous navigation of turtlebot robot system based on ... (Mohammad Talal Ghazal)



1240 O ISSN: 2302-9285

ROS visualization, often known as Rviz, is an efficient ROS-compatible 3D visualization tool. The
name “Rviz” stands for ROS visualization. It gives the user the ability to record Data obtained from the
sensors on the robot, see the simulated robot model, and playback the recorded sensor data. By providing a
visual representation of the robot’s perception, cognition, and actions, the user can effectively debug a robot
application, tracing the sensor inputs to the intended or unintended behaviors. Rviz displays 3D sensor data in
the form of point clouds. This data may come from a variety of sources, including stereo cameras, lasers, and
Kinect. Image data may be seen in Rviz which was captured by 2D sensors such as webcams and RGB
cameras.

3. ROBOT IMPLEMENTATION WITHIN ROS

The TurtleBot3 is a mobile robot that may be used in a variety of settings, including teaching,
research, hobby, and product development. It is also tiny, inexpensive, and programmable. The primary
objectives of the TurtleBot3 project are to significantly lessen the footprint of the platform, bring down its
cost, and do all of this without compromising the level of functionality or quality it has, while also making it
expandable. Burgers and waffles are the two primary varieties of model constructions that may be created
using TurtleBot3; Figure 3 depicts a TurtleBot3 burger. The TurtleBot3 may be modified in a variety of
ways, depending on how the mechanical pieces are reassembled and how optional components, such as the
computer and the sensor, are used. In addition, the TurtleBot3 has been improved with a single board
computer (SBC) that is appropriate for strong embedded systems, 360-degree distance sensors, and 3D
printing technologies. This SBC is both cost-effective and tiny in size.

Figure 3. TurtleBot3 burger

The TurtleBot3 is well-suited for domestic service robots due to its key technologies of SLAM,
navigation, and manipulation. The TurtleBot can use SLAM to map the environment and drive about. It
could be remotely controlled from a laptop, joypad, or Android phone. The TurtleBot can also track a
person’s legs. The last decade has seen the development of four different versions of the TurtleBot series.
TurtleBot3 was built to fill its predecessors’ missing functionalities and user needs. Gazebo’s simulation
platform was used to test two robotics scenarios.

3.1. Scenario 1

A simple teleoperation node is performed on the TurtleBot3 in the Gazebo simulator to verify the
essential features of ROS and visualization in Gazebo. With the use of the Roslaunch command, a
TurtleBot3-based Gazebo node is launched. Depending on the instruction, the Turtlebot is shown in its
simulated world. Then, a teleoperation node is started up and begins sending a stream of Twist messages on
the cmd_vel topic, which sends velocity values in response to key presses. Using Twist messages sent on the
cmd_vel topic, the location and velocity of the robot’s wheels can be adjusted by the node named TurtleBot3-
diff-drive. Figure 4 demonstrates teleoperation simulation and Figure 5 is for Rqt graph. The graph is a GUI
plug-in for ROS’s Rqt tool set. The Rqt graph visualizes nodes, processes, and their communication. It gives
a system overview and debugs the system.
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3.2. Scenario 2

Figure 4. Teleoperation simulation on Gazebo of scenario 1
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Figure 5. Rqt graph of teleoperation simulation of scenario 1

The SLAM algorithm is employed to create and continually update a map for mapping purposes, and
estimating the robot location. First, generate the environment, then import Turtlebot in Gazebo. The robotic
model consists of a pair of wheels and a Kinect sensor. G-mapping is used to map. To employ G-mapping, the
robot model needs to have odometry data and a stationary, horizontal laser range finder. Using infrared sensors,
the Kinect records the depth picture of the surroundings. It uses 640x480 color infrared data with 16 bits per
pixel. ROS’s depth image proc converts this picture into a 3D point cloud. Point cloud to laser scan converts
3D point cloud data into 2D laser scan. By giving G-mapping’s needed arguments, Rviz creates a map.
Figure 6 illustrates the map. Initially, the robot is driven using ROS’s teleop_key package by providing
keyboard velocity instructions. Figure 7 shows G-mapping’s rqt graph. The map_server package may store

the created map using G-mapping’s /map topic. Autonomous navigation may now use the map.
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Figure 6. Visualizing map in Rviz of scenario 2
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Figure 7. Rqt graph G-mapping of scenario 2

Figure 8 illustrates Rviz’s self-localization, through localization, the robot’s location and posture are
estimated in respect to its surroundings also, it is necessary to have odometry data, laser data, and a map of
the surroundings in order to locate the robot. Turtlebot utilizes AMCL to localize, which is use a 2D
probabilistic robot localization. In AMCL, the robot’s posture is detected using a particle filter.

Figure 8. Localized robot in Rviz

After mapping and localization, autonomous navigation will start. ROS navigation stack packages
implement AMCL, which includes a node that localizes a static map. This node receives sensors, and static
map data, then the AMCL node publishes the robot posture and map position. Two cost-maps store the
simulation’s obstacles information, the first is utilized for global path planning, and the second for obstacle
avoidance and local path planning. Both of them are visualized by Rviz, and finally, the robot can move
automatically. The 2D nav objective in Rviz assigns a robot’s map destination and direction. The robot plans
its path and the controller provides velocity instructions. Figure 9 illustrate the robot’s path from its
beginning point to the specified target.

Figure 9. Autonomous navigation

Bulletin of Electr Eng & Inf, Vol. 13, No. 2, April 2024: 1238-1244



Bulletin of Electr Eng & Inf ISSN: 2302-9285 O 1243

4. CONCLUSION

The capabilities of ROS and Gazebo to be applied to a robot design have been evaluated. As a
result, the built-in messaging system of ROS, which has passed laboratory tests, helps save time by handling
the complexities of communication between nodes via the anonymous publish and subscribe method.
Message passing improves encapsulation and code reuse by forcing the accurate implementation of interfaces
across system nodes. For the robot to be understood by the rest of the ROS system, ROS provides a set of
features for modeling and describing it. Visualizing the information in one application seems good and helps
us to rapidly view what our robot observes and identify sensor difficulties or robot model faults.
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