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 Nowadays, modern technology includes various devices, networks, and apps 

from the internet of things (IoT), which consist of both positive and negative 

impacts on social, economic, and industrial effects. To address these issues, 

IoT applications and networks require lightweight, quick, and adaptable 

security solutions. In this sense, solutions based on artificial intelligence and 

big data analytics can yield positive outcomes in the realm of cyber security. 

This study presents a method called extreme gradient boost (XGBoost) 

based classification and regression tree to identify network intrusions in the 

IoT. This model is ideally suited for application in IoT networks with 

restricted resource availability because of its distributed structure and built-

in higher generalization capabilities. This approach is thoroughly tested 

using botnet internet of things (BoT-IoT) new-generation IoT security 

datasets. All trials are conducted in a range of different settings, and a 

number of performance indicators are used to evaluate the effectiveness of 

the proposed method. The suggested study's findings provide 

recommendations and insights for situations involving binary classes and 

numerous classes. The suggested XGBoost model achieved 99.53% of 

accuracy in attack detection and 99.51% in precision for binary class and 

multiclass classifications, respectively. 
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1. INTRODUCTION 

An intrusion detection system (IDS) consists of software and hardware components that monitor the 

operations and undesirable activities in security systems. Network intrusion detection systems (NIDS) and 

host intrusion detection systems (HIDS) are the two most popular IDS available in the field [1]. This research 

provides a NIDS to enhance the performance of the attack detection rate using ensemble machine learning 

[2]. The application of classification algorithms can be used to solve the important decision-making issue of 

network intrusion detection. In this subject intrusion detection systems, a number of machine learning 

techniques have been used which include neural networks, fuzzy logic, support vector machines, nave bayes, 

K nearest neighbors, and decision trees [3]. The goal of network intrusion detection systems is to identify 

assaults by analyzing network traffic. While these systems have typically operated using hard-coded rules, 

more research is being done to examine the use of machine learning (ML) [4]. IDS plays a major role in the 

internet of things (IoT) ecosystem for intrusion detection which gives alarms when an unexpected activity 

occurs [5]. The constant requirement for current definitions of various attacks is one of the most difficult 

https://creativecommons.org/licenses/by-sa/4.0/
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tasks in the fields of virus and intrusion detection. IDS used signature-based method to separate the abnormal 

traffic and ordinary traffic in botnet internet of things (BoT-IoT) [6] by comparing patterns found in the data 

flow under study with those recorded in a database of known attacks, NIDS can identify assaults.  

An anomaly-based NIDS often finds anomalies by creating a model of the monitored system's 

typical behavior and identifying behavior that deviates from the model as abnormal or suspicious [7]. 

Systems that use saved signatures to identify intrusions operate by comparing them to incoming patterns. On 

the other side, anomaly-based IDS create typical pro-files and identify any deviations. Typically, a normal 

profile is created carefully by observing the ongoing actions of individuals, networks, and applications for a 

predetermined amount of time [8]. IDS uses sensors which are used to find the harmful behavior of crucial 

parts of NIDS [9]. The most well-known context of ML applications in the industry is network IDSs 

(NIDSs), which specifically detect harmful activities in networks. Anomaly-based IDSs can locate or detect 

unknown attacks, whereas signature-based IDSs are only capable of detecting well-known assaults with great 

accuracy [10]. Additionally, ML models aim to increase the efficiency of NIDS by decreasing the zero-error 

rate [11]. The accuracy, confusion matrix, recall, and precision measures are employed in this study to 

validate and examine the performance of the models that are developed [12]. The capacity to detect 

anomalies is significantly enhanced by the automatically learned essential elements that can more accurately 

represent traffic behavior. Combining the predictions of numerous base estimators has the advantage of 

increasing generalizability and robustness compared to using just one estimator [13]. This study employs a 

machine learning algorithm (MLA) based on NIDS to enhance detection performance. NIDSs are often used 

in external networks as a crucial security system element to spot hostile assaults that can get past firewalls 

and authentication procedures [14]. Even though many earlier efforts have had some success with IDS, 

intrusion detection is still a difficult subject because of the large amount of network traffic data [15]. NIDs 

protects networks by actively monitoring, analyzing network traffic to swiftly detect and respond to any 

malicious activities. It acts as a vigilant security system, safeguarding against cyber threats and ensuring 

network integrity and safety [16]. However, current techniques for detecting attacks in network systems, 

particularly those that depend on periodic models and extensive training data, resulting in challenges in 

achieving effective intrusion detection. Then, need to develop a system that can accurately classify real-time 

data and assess its effectiveness in achieving consistently high accuracy rates [17], [18]. The study of 

network intrusion detection is essential to support cybersecurity defenses. By understanding the evolving 

strategies of cyber threats and developing advanced detection mechanisms, it can safeguard critical 

information and infrastructure. This research will empower organizations to proactively counter cyber-

attacks, ensuring data confidentiality, integrity, and availability, in an interconnected digital world [19], [20]. 

The objectives of this study are to explore the limitations of existing techniques in detecting attacks in 

network systems, specifically those reliant on periodic models and extensive training data by using 

classification methods. Then, to accurately classifying real-time data and evaluating its effectiveness in 

achieving high accuracy rates an NIDs based stream learning was used. 

Alkadi et al. [21] identifiy the cyber-attacks a collaborative intrusion detection system based deep 

block chain framework (DBF). DBF was suggested to identify cyber-attacks by utilizing IDS-based on 

bidirectional long short-term memory (BiLSTM) techniques that can acquire at any range in time to protect 

private data using smart contract and privacy preservation-based blockchain. Hence, the DBF used to protect 

additional privacy assurances and security during the live relocation of virtual machines (VMs) in the cloud. 

However, DBF has disadvantages such as communication difficulty, which reflects the data cost of 

propagating a new block to all parties in a structure in each round. Shitharth et al. [22] developed an 

innovative clustering based classification methodology to precisely detect intrusions from the different types 

of IDS datasets such as NSL-KDD, CICIDS, and BoT-IoT. The intension of this research was to solve 

complex problems such as inefficiency in handling large dimensional datasets, high computational 

complexity, false detection, and more time consumption for training the models. The data separation was 

applied by forming the clusters by using an intelligent anticipated distance-based clustering (ADC) 

incorporated with the density-based spatial clustering of applications with noise (DBScan) algorithm. the 

most suitable optimal parameters are selected using the perpetual pigeon galvanized optimization (PPGO) 

technique. The likelihood naive bayes (LNB) classification approach is implemented to accurately predict the 

classified label as to whether normal or attack. However, the tendency of convergence to a local optimum is a 

drawback of this work. 

Zeeshan et al. [23] identifies the malicious traffic attacks in IoT using a protocol based deep 

intrusion detection (PB-DID). PB-DID structure uses all of the information from the UNSW-NB15 and  

BoT-IoT data-sets by combined them to generate a train the LSTM based and single customized data-set for 

un-supervised deep techniques using 26 features. Hence, the PB-DID technique addresses the data imbalance 

issues and also minimises over fitting the training and testing datasets. However, due to security loopholes, 

attack detection might be challenging to identify the network flaws in PB-DID. Moghanian et al. [24] 
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discovered grasshopper optimization algorithm multi-layer perception (GOAMLP) enables more precise 

ANN learning to lower the error rate of intrusion detection. The GOAMLP techniques chooses applicable 

parameters like bias and weight to reduce the intrusion detection error in the neural network. GOAMLP 

achieves better than MLP and other IDS methods. To reduce intrusion detection inaccuracy, the GOAML 

algorithm has improved weight and bias. The GOAMLP allows for the consideration of this topic as an 

optimization problem with a minimization strategy. Kunhare et al. [25] implemented to identify unusual 

traffic, Natural language processing and ensemble-based machine learning (NLPIDS) are used. Using 

NLPIDS, a text corpus will be used to create vector spaces, and those vector spaces will be used to train 

machine learning models to find anomalies. However, this technique has classification issues and 

complicates finding a minor class occurrence in NLPIDS. The limitations found from the literature survey are 

communication difficulty, tendency of convergence to a local optimum, security loopholes, classification 

issues. 

To address the limitations of existing methods such as communication difficulties, data cost, 

coverage tendencies, security loopholes, and optimization issues, the study proposes the utilization of 

extreme gradient boost (XGBoost) based classification and regression tree. This approach aims to enhance 

intrusion detection capabilities, offering improved accuracy and efficiency in handling real-time network data. 

The contributions of the research are as: 

− In this research, an XGBoost based classification and regression tree was suggested to detect the network 

intrusions in IoT. 

− The classification accuracies of classifiers for batch and stream learning are accepted and assessed over 

time. This study demonstrates the existing techniques that are incapable of detecting attacks in network 

systems. Because it requires a periodic model and a large amount of training data. 

− A novel intrusion detection-based stream learning was suggested to classify the accuracy time and it is 

used to achieve the accuracy rates in updating techniques. 

The rest of the paper is organized as: section 2 discusses the explanation about the proposed method 

and its block diagram for cyber security in IoT. The proposed XGBoost and CART algorithm, the 

corresponding NIDS and pseudocode are described in section 3. The experimental evaluation results are 

presented in section 4, and section 5 concludes the paper. 

 

 

2. PROPOSED METHOD 

This research proposed classification and regression tree (CART) and XGBoost algorithm which 

contains the following stages such as pre-processing, feature selection and classification. This section gives a 

general overview of the machine learning and natural language processing-based strategy for detecting 

network intrusion. The suggested method's process is shown in Figure 1. To train an ensemble machine 

learning framework, these vector spaces are processed. The learned models are then used to identify 

abnormalities in the data that indicate network intrusion [26]. 
 

 

 
 

Figure 1. Block diagram for the proposed work 
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2.1.  Datasets 

This research first uses datasets to improve the detection effects, which vary in terms of the number 

of characteristics and instances. The BoT-IoT dataset are used to test the features of the proposed model. 

BoT-IoT: the BoT-IoT datasets contain DDoS, DoS, OS and service scans, keylogging, and data 

filtration assaults, with the DDoS, and DoS attacks for protocol utilization. BoT-IoT is a term used to 

describe a collection of hacked computers, smart appliances, and internet-connected gadgets that have been 

commandeered for illegal uses [24]. 

 

2.2.  Pre-processing 

After collecting the data from BoT-IoT datasets, the preprocessing is used for altering the raw data 

and normalizing that are mentioned. 

Normalization: in this study, four distinct attribute normalization approaches are introduced as a 

preprocessing step for data anomaly intrusion detection. Next, three techniques are used to compare the 

detection results on the normalized data. Security normalization is a process that identifies and gathers 

complete information associated with security. The process uses the information aggregated from a 

consumer's account and compares it against proprietary reference data was shown in (1): 

 

𝑋𝑛 = (𝑋 − 𝑋𝑚𝑖𝑛𝑖𝑚𝑢𝑚)/(𝑋𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑋𝑚𝑖𝑛𝑖𝑚𝑢𝑚) (1) 

 

𝑋𝑛=Value of Normalization 

 

𝑋𝑚𝑎𝑥=Maximum value of a feature 

 

𝑋𝑚𝑖𝑛 = Minimum value of a feature 

 

2.3.  One hot encoding  

One hot encoding [27] is the crucial process of transforming the variables in categorical data that 

will be fed into machine and deep learning algorithms, improving predictions and model classification 

accuracy. To convert symbolic features into numerical features, the datasets are handled using a single hot 

encoding technique. It was better able to calculate a probability for output values when using numeric values 

that are shown in (2): 

 

𝑣 ∈ {0,1} ∑ 𝑣𝑖 = 1𝑚
𝑖=1  (2) 

 

2.4.  Feature selection for ensemble classifier 

The ensemble classifier receives a sizable amount of the chosen features for network attack 

detection [28]. By enhancing regression feature selection, feature selection enhances network intrusion 

detection performance. It has the most powerful feature selection and is employed in a variety of 

circumstances. In feature selection, the lasso regression is also a popular technique for reducing the 

dimensionality of data, and errors in quantitative analysis and have gained increasing attention. Removing 

extraneous elements lowers the complexity of the data, which is very important to IDS. To shrink the 

dimensions of network data, feature selection techniques remove superfluous data an intrusion detection 

system's overall efficacy is considerably increased when the number of pertinent traffic attributes may be 

decreased without having a detrimental impact on classification accuracy showed in (3): 

 

𝛾(𝜎, 𝛼) = ∫ 𝑣 (𝑦, 𝑓((𝑥 ∗ 𝜎), 𝛼)) 𝑑𝑝 (𝑥, 𝑦) (3) 

 

On the other hand, a search through the collection of feature subsets using an induction algorithm's 

estimated accuracy as a yardstick for the usefulness of a given feature subset which is described as the 

alternative approach which is shown in (4): 

 

𝑇𝜔𝑟𝑎𝑝(𝜎, 𝛼) =  𝑚𝑖𝑛𝜎𝑇𝑎𝑙𝑔(𝜎) (4) 

 

 

3. CLASSIFICATION AND REGRESSION TREE (CART) 

This study used the CART algorithm [29], which combines the benefits of many data detection 

algorithms to produce the best outcomes. The procedure of binary recursive partitioning is iterative and 

dividing the data into partitions and branches was used to construct regression trees. The CART algorithm 
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contains various branches and divisions that are further divided into smaller groups for classification and 

regression methods. The CART method does this by using the g index criterion to find the sub-nodes' best 

homogeneity. By taking into account the best attribute and threshold value, the root node is used as the 

training set and divided into two as shown in (5): 

 

𝑜𝑏𝑗(𝜃) =  ∑ ((𝑦𝑖,, 𝑦𝑗)) + ∑ 𝛺 (𝑓𝑘
𝑘
𝑘=1

𝑛
𝑖 ) (5) 

 

where 𝑜𝑏𝑗(𝜃) is the objective function, 𝛺 is the regularization term, 𝑘 is the number of trees, 𝑦𝑖  is the 

prediction of instance 𝑖. 
In CART, Gini index is a metric used for classification as given in (6): 

 

𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 = 1 − ∑ 𝑃𝑖
𝑐
𝑖=1  (6) 

 

where 𝑐 is the number of classes and 𝑃𝑖 is the probability of each class in the dataset. 

A decision tree algorithm always tries to maximize the value of information gain, and a 

node/attribute having the highest information gain is split first. It can be calculated using (7): 

 

Information Gain=Entropy(S)-[(WeightedAvg)*Entropy (eachfeature)] 7) 

 

Theentropy is a metric to measure the impurity in a given attribute. It specifies randomness in data. 

Entropy can be calculated as shown in (8): 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠) = −𝑃(𝑦𝑒𝑠) 𝑙𝑜𝑔 2 𝑃(𝑦𝑒𝑠) − 𝑃 (𝑛𝑜) 𝑙𝑜𝑔 2 𝑃(𝑛𝑜) (8) 

 

3.1.  Extreme gradient boost 

XGBoost was proposed for NIDs due to its exceptional ability to handle complex, high-dimensional 

data and effectively address the challenges faced in intrusion detection, such as communication difficulties, 

data cost, coverage tendencies, security loopholes, and optimization problems. Its ensemble learning 

technique, leveraging decision trees, offers superior classification performance, making it a robust and 

efficient choice for detecting and mitigating cyber threats in real-time network environments. Furthermore, 

XGBoost has high-dimensional data handling, superior classification performance, robust against overfitting, 

efficient handling of missing data, and support for parallel processing, making it a reliable and effective tool 

for cyber threat detection. The gradient-boosted trees approach is implemented using the open-source 

software known as XGBoost, which stands for extreme gradient boosting [30]. Due to its accuracy and 

simplicity, it has been one of the most used machine-learning techniques in kaggle tournaments. It's a 

supervised learning method that may be used for classification or regression issues. Gradient boosting makes 

simple to grasp XGBoost, because this method employs decision trees as a “weak” predictor. In addition, its 

implementation was specially designed for the best speed and performance. For structured and tabular data, 

XGBoost performs well in neural networks that are a typically better choice for working with unstructured 

data, such as images that are expressed in (9): 

 

𝑃𝑖(𝑡) = [ 𝑃𝑖(𝑡)
𝑒𝑡𝑎,𝑃𝑖(𝑡)

𝑚𝑎𝑥 _𝑑𝑒𝑝𝑡ℎ
, 𝑃𝑖(𝑡)

𝑚𝑎𝑥 _𝑐ℎ𝑖𝑙𝑑_𝑤𝑒𝑖𝑔ℎ𝑡
,  

𝑃𝑖(𝑡)
𝑔𝑎𝑚𝑚𝑎

, 𝑃𝑖(𝑡)
𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒

, 𝑃𝑖(𝑡)
𝑐𝑜𝑙𝑠𝑎𝑚𝑝𝑙𝑒_𝑏𝑦𝑡𝑟𝑒𝑒

] (9) 

 
For usage in logistic regression, the logistic loss is another frequently utilized loss function shown in (10): 

 

𝑉𝑖(𝑡) = [ 𝑉𝑖(𝑡)
𝑒𝑡𝑎,𝑉𝑖(𝑡)

𝑚𝑎𝑥 _𝑑𝑒𝑝𝑡ℎ
, 𝑉𝑖(𝑡)

𝑚𝑎𝑥_𝑐ℎ𝑖𝑙𝑑_𝑤𝑒𝑖𝑔ℎ𝑡
, 𝑉𝑖(𝑡)

𝑔𝑎𝑚𝑚𝑎
,  

𝑉𝑖(𝑡)
𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒

, 𝑉𝑖(𝑡)
𝑐𝑜𝑙𝑠𝑎𝑚𝑝𝑙𝑒_𝑏𝑦𝑡𝑟𝑒𝑒

] (10) 

 

The XGboost model can be expressed mathematically as shown in (11): 

 

𝐹𝑖(𝑡) = (𝑃𝑖(𝑡) → 𝑋𝑔𝑏𝑜𝑜𝑠𝑡(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑠𝑒𝑡)[𝑚𝑒𝑡𝑟𝑖𝑐=𝑅𝑐𝑢𝑟𝑣𝑒
 (11) 

 

The personal best and global best are mathematically shown in (12) and (13): 

 

𝑝𝑏𝑒𝑠𝑡𝑖(𝑡) = 𝑚𝑎𝑥(𝐹𝑖(𝑗)) , 0 ≤ 𝑗 ≤ 𝑡 (12) 
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𝐺𝑏𝑒𝑠𝑡𝑖(𝑡) = 𝑚𝑎𝑥(𝑝𝑏𝑒𝑠𝑡𝐾(𝑡)) , 1 ≤ 𝐾 ≤ 𝑚 (13) 
 

𝑓𝑛 = 𝑓𝑖𝑏𝑜𝑛𝑎𝑐𝑐𝑖 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 
 

𝑓𝑘 = 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

 

3.2.  XGBoost–CART hybridization 

The CART algorithm was proposed for NIDs due to its ability to handle both classification and 

regression tasks effectively. It offers a clear and interpretable decision tree structure, aiding in identifying 

important features for attack detection. Its adaptability to different types of data and simplicity make it a 

valuable choice for network intrusion detection applications. Furthermore, the advantages of CART for NIDs 

has interpretable decision trees facilitate understanding of attack patterns, suitability for both classification 

and regression tasks, ability to handle large datasets, and adaptability to diverse data types, enhancing overall 

intrusion detection effectiveness. The proposed hybrid XGBoost and CART possess the advantage of better 

learning, and improved classification accuracy based on the split criteria. It has the objective of information 

gain and classifying less occurred data with a gradient weighted model with a lesser estimator size. The 

constructor of the XgBoost classifier will call the CART tree function to create its estimator with its logistic 

objective model that has a great influence on the network model to improve the accuracy. 

 

3.3.  Pseudo code 

In the pseudo code, the combinational algorithm was discovered by using a proposed model that are 

showed in below pseudo code. 
 

Pseudo Code 
Input: Features 

Output: Intrusion Attacks 

For each feature f in Data D 

Perform data normalization 

Do Computer w // Lasso Regression 

while 

For j=1,2,….N do 

Update the value of w 

Do (check converged) 

Initialize training data instance space S 

For t=1,2,,…T do 

Train a weak learner h :X --> R using the distribution D // XG Boost 

Determine the weight a of h 

Update the distribution over the training of data 

End for 

Compute the final score for the instances 

Create Node N based on the final score 

If samples s in S are all of the same class C Then 

Return N with the label C 

End if 

If A attribute is not null || the value of attributes is the same as another 

instance S 

Label the class as the majority of S instances 

End if 

Find the best splitting attribute a in A using the attribute selection method 

For a’ in a: 

Label node N with splitting criterion with S’ equals S which 

represents a’ equals a 

If S’ is null 

Attach a leaf with majority of leaf class in S to node N 

Else 

Attach the node returned by tree T to N 

End if 

End for 

Evaluate the performance metrics 

 

Explanation: 

All of the features are being read by the data, and each feature is being normalised. After conducting 

min max normalisation, lasso regression is used to calculate the weight value for each piece of data. In a 

while loop, we are updating the lasso convergence process for each weight value. The chosen features from 

lasso are then used as a training dataset depending on the convergence. The decision tree model is given the 

training data, and the distribution of the data in XGBoost is used to identify the weak learners. This 

distribution is being used to calculate the weights for each prediction A. The XGBoost method will be used 
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to update the prediction distribution. Therefore, all of the weak learners will be strengthened for better data 

training. This is how the overall score of the cases used to create the prediction score is determined. For this 

instance, all test samples for each attribute are calculated. That specific property is chosen for that instance 

based on which classes have the majority of instances. The majority classes of leaves are chosen as the class 

value of the test data based on this. To do this, performance metrics evaluation is calculated. 

 

 
4. RESULT AND DISCUSSION 

The features of the suggested network model is evaluated using the metrics like accuracy, precision, 

F1-score, recall and false alarm rate (FAR) as shown in Table 1, where TP, TN, FP, and FN stand for true 

positives, true negatives, false positives, and false negatives respectively. The first step in binary 

classification is to distinguish between communications are harmful. The performance of the proposed work 

is showed in the Table 1 and the performance metrics for binary and multi-class classification is shown in 

Tables 2, 3, and 4 respectively. 
 
 

Table 1. Performance metrics of the proposed work 
Metric(%) Definition 

Accuracy  𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

  
Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

  
Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

  

FAR 𝐹𝑃𝑅 + 𝐹𝑁𝑅

2
 

  

F1-score 2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑇𝑃 + 𝑇𝑁
 

 

 

Table 2. The performance measures obtained for the proposed technique for binary classes in terms of 

precision, recall, F1 measure, accuracy, and AUC 
Model type class Class Precision (%) Recall (%) F1 measure (%) Accuracy (%) AUC (%) 

Random forest Attack 99.28 99.34 99.35 99.34 97.35 

Normal 99.26 36.51 52.42 99.34 97.35 

Naive bayes Attack 99.44 99.82 99.36 99.63 70.35 
Normal 03.62 90.25 06.54 99.63 70.35 

Decision tree Attack 99.43 99.56 99.61 99.71 91.86 

Normal 95.68 36.93 54.43 99.71 91.86 
Proposed XGBoost–CART Attack 99.65 99.84 99.54 99.89 100 

Normal 99.85 93.42 97.69 99.81 100 

 
 

Table 3. Results evaluation for the proposed technique for multi classes in terms of category 
Model type class Class Precision (%) Recall (%) F1 measure (%) Accuracy (%) AUC (%) 

Random forest Normal 98.56 97.41 97.17 97.31 97.35 
DDos 96.33 98.34 97.15 97.55 97.35 

DoS 99.29 23.45 38.46 97.96 97.35 

Reconnaissance 99.24 97.26 98.24 97.24 97.35 
Theft 0 0 0 0 97.35 

Naive bayes Normal 66.46 96.45 78.25 71.51 70.35 

DDos 89.24 44.86 59.56 71.36 70.35 
DoS 03.42 90.12 06.37 71.43 70.35 

Reconnaissance 89.23 21.54 33.82 71.84 70.35 

Theft 99.34 57.48 73.46 71.72 91.86 
Decision tree Normal 97.36 88.46 92.34 91.14 91.86 

DDos 86.42 96.73 91.55 91.22 91.86 

DoS 94.25 31.54 46.92 91.43 91.86 
Reconnaissance 94.54 57.22 71.44 91.68 91.86 

Theft 0 0 0 91.83 92.45 

Proposed XGBoost – CART Normal 99.63 99.45 99.83 99.51 100 
DDos 99.55 99.63 99.45 99.35 100 

DoS 99.34 93.44 97.25 99.44 100 

Reconnaissance 99.49 99.18 99.32 99.73 100 
Theft 99.56 99.71 97.15 99.64 100 
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Table 4. Comparison table for BoT-IoT dataset 
BoT-IoT dataset Accuracy (%) Precision (%) F1-score (%) Recall (%) FAR (%) AUC (%) 

Random forest 78.012 78.683 66.202 63.292 3.504 97.356 
Decision tree 91.464 74.515 60.455 54.794 2.092 91.972 

Naïvebayes 71.571 69.532 50.293 62.095 0.611 74.652 

Proposed XGBoost–CART 99.998 99.512 98.608 98.282 0.352 100 

 

 

The performance and the graphical representations for binary classification of BoT-IoT dataset in 

terms of accuracy, precision, recall, AUC and F1-score was shown in Table 2 and Figure 2. The results from 

the Figure 2 showed that CART and XGBoost for binary classification perform better results in all the 

performance metrics when compare with other classifiers in attack and normal classes. The performance and 

the graphical representations for mult-class classification of BoT-IoT dataset in terms of accuracy, precision, 

recall, AUC and F1-score was shown in Table 3 and Figure 3. 

 

 

 
 

Figure 2. Graphical representations for binary classes in terms of precision, recall, F1 measure, accuracy, and 

AUC 

 

 

 
 

Figure 3. Graphical representations for multi classes in terms of category 

 

 

The results from Figure 3 showed that CART and XGBoost for multi-class category classification 

perform better results in all the performance metrics when compare with other classifiers in terms of normal, 

DDoS, DoS, reconnaissance, and theft classes. Table 4 shows the comparative analysis of BoT-IoT dataset. 

The results showed that CART and XGBoost for multi class classification perform better results in all 

performance metrics when compare with other classifiers mentioned in Figure 4. Table 5 showed the 

suggested XGBoost model achieved 99.998% accuracy in attack detection, and 99.512% of precision, and 

gives better performance when compared to all the methods. 
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Figure 4. Performance of BoT-IoT dataset 

 

 

Table 5. Comparison table for proposed work 
Models Dataset Accuracy (%) Precision (%) 

Alkadi et al. [21] BoT-IoT 98.910 - 
Shitharth et al. [22] 99.995 99.245 

Zeeshan et al. [23] 96.310 - 

Proposed method 99.998 99.512 

 

 

4.1.  Discussion 

According to the results, the existing methods like deep block chain framework [21], perpetual 

pigeon galvanized optimization–likelihood naïve bayes (LNB) [22] and protocol based deep intrusion 

detection [23] was compared with proposed method in terms of accuracy and precision. The XGBoost based 

classification and regression Tree was suggested to identify network intrusions in the IoT. XGBoost is an 

ensemble learning method for NIDs that combines multiple decision trees, boosting their performance 

through gradient boosting techniques, to achieve high accuracy and efficiency. CART algorithm creates a 

binary decision tree for NIDs, recursively splitting data based on the most significant features, resulting in a 

tree-based model for intrusion detection. From the observations of Table 5, Alkadi et al. [21] has achieved 

98.910% accuracy in attack detection using DBF method. However, the DBF method has disadvantages such 

as communication difficulty, which reflects the data cost of propagating a new block to all parties in a 

structure in each round. Shitharth et al. [22] has achieved 99.995% accuracy and 99.245% precision in attack 

detection by using PPGO algorithm. However, the tendency of convergence to a local optimum is a drawback 

of this work. Zeeshan et al. [23] has achieved 96.310% of accuracy. However, due to security loophole the 

attach detection might be challenging to identify the network flaws in PB-DID. The proposed method has 

achieved 99.998% accuracy and 99.512% precision with efficient communication, low convergence to local 

optimum and security measures. 

 

 

5. CONCLUSION 

In this paper, a unique technique for network intrusion detection-based cyber security using 

XGBoost and CART is suggested. This method is used to capture attack flow detection by using a network 

flow graph edge properties and topological structure. This research concentrates on the usage of XGBoost 

and CART for the identification of dangerous network traffic in IoT networks. Here, four IoT NIDS 

benchmark datasets are used for experimental testing, and the results show that XGBoost and CART-based 

NIDS performs well when compared to state-of-the-art ML-based classifiers. The discovered intrusion 

detection has sustainable findings for the XGBoost model achieved 99.998% accuracy in attack detection and 

99.512% of precision for binary class and multiclass classifications, respectively. 

However, to enhance predictive accuracy, the suggested XGBoost and CART algorithms requires 

fine-tuning learning rates, optimizing tree depth, and addressing class imbalances. Future improvements can 

be achieved by experimenting with diverse techniques, aiming to maximize accuracy by refining hyper 

parameters and incorporating with innovative methods. 
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