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In the era of rapid technological advancement, the telecommunications
industry undergoes significant changes. Factors such as the speed of
technological change, high customer expectations, and changing preferences
are the main obstacles that affect the dynamics of telecommunications
companies. One major issue faced is the high customer churn rate, adversely
impacting company revenue and profitability. Previous studies indicate that
customer churn prediction remains complex in the telecommunications
industry, with opportunities to optimize algorithm selection and prediction
model construction methods. This research aims to improve the accuracy of
customer churn prediction by employing a complex model that utilizes
stacking ensemble learning techniques. The proposed model combines 6
base algorithms: extreme gradient boosting (XGBoost), random forest, light
gradient boosting machine (LightGBM), support vector machine (SVM), K-
nearest neighbor (KNN), and neural network (NN), with XGBoost as the
meta-learner model. The research process involves preprocessing, class data
balance with synthetic minority oversampling technique (SMOTE), training
using stratified k-fold, and model evaluation. The model is tested using the
Telecom Churn dataset. The evaluation results show that the constructed
stacking model achieves 98% accuracy, 98.74% recall, 98.03% precision,
and 98.38% F1 score. This study demonstrates that optimizing the stacking
ensemble model with SMOTE and stratified k-fold enhances customer churn
prediction accuracy.
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1. INTRODUCTION

In the modern era characterized by the rapid development of information technology, the
telecommunications industry has undergone similar changes [1]. Telecommunications has gone beyond its
role as a tool for people to communicate with each other to become the foundation of various services and
innovations that affect the way people move and work. Telecommunications can become an auxiliary factor
in various industrial sectors, both directly, and indirectly [2]. It can be said that telecommunications has
become the backbone of an ever-evolving digital society.

Unfortunately, to fulfill its role as the backbone of the digital society, the telecommunications
industry must face great challenges. This challenge is of course the existence of business competition that is
getting tighter from time to time [3]. The speed of technological change, higher customer expectations, and
changing customer preferences are the main factors that cause these challenges [4]. One of the main
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problems often faced in this context of adaptation is how to maintain market share and increase profitability
amid this fierce competition. Of course, to maintain market share and increase profitability in this industry, it
is not enough to develop a more sophisticated infrastructure. But it is also necessary to understand customer
preferences well.

When companies are unable to meet the preferences and needs of their customers, they will face the
existence of customers they have turned disloyal or the term customer churn. Customer churn is a term that
refers to customer disloyalty to a company's products or services, where customers leave the company not to
resubscribe and switch to competitors [5], [6]. This is usually because customers are not satisfied
with the company's services [7] and want to improve the quality of service and the price rates of other
companies [8], [9]. Losing customers, which usually provide profit for the company, certainly reduces the
company's income. Furthermore, customer churn also makes the company more burdened by having to try to
attract new customers [10]. The costs and efforts incurred to attract new customers tend to be greater than
maintaining old customers [11], [12].

Previous research stated that the annual customer churn rate in the telecommunications industry can
reach 20-40%, and the cost of acquiring new customers can be 5-10 times higher than retaining existing
customers [9], [13]. Thus, it can be said that customers are a useful resource for businesses. Inevitably to
maintain their business, companies must be proactive in overcoming this problem [14], [15]. Customer churn
detection efforts can be carried out by identifying customers who are at high risk of moving to competitors
before the event occurs [16]-[18]. Therefore, companies can know which customers should receive more
attention in ways such as offering special programs [19], providing additional services, or offering special
offers to maintain their loyalty to the company [15].

The churn phenomenon is influenced by several complex factors that include service usage
behavior, customer satisfaction, brand interaction, and economic factors. Manually identifying early signs of
churn should be very difficult, coupled with the growth in the number of customers and the complexity of
existing data [20] at a fantastic speed [21]. Therefore, strategies and methods are needed that can understand
and predict customer churn effectively and efficiently. To meet this challenge, many researchers have
developed techniques to predict customer churn using data-driven and machine learning approaches [22].
One of the popular methods for processing data into business-critical information is data mining. Data mining
is a machine learning approach that focusses on finding information from existing patterns in a set of data.
The classification method is one of the techniques in data mining to make predictions from a set of classes in
a dataset. Previous studies that have applied classification methods to predict classes in several industrial
sectors are [23]-[27]. The application of preprocessing techniques and solving data imbalance
problems [28]-[31] has also become a common approach in data mining.

Several related studies have previously performed customer churn prediction in the
telecommunications industry. Some of them are as done by Ullah et al. [32], who used a classification and
clustering approach with the information gain feature selection technique and the correlation attribute ranking
filter. This study shows that the random forest classification model produces good performance, which is
88.63 for correct classification. Research by Kanwal et al. [21] focusses on using particle swarm optimization
(PSO) as a feature selection in classifying churn customers. This research applies decision tree, K-nearest
neighbor (KNN), gradient boosting, and naive bayes algorithms. This research shows the success of the
gradient boosted tree algorithm with the application of PSO feature selection, which shows the greatest
accuracy compared to other model implementations, which is 93%. Amin et al. [33] integrated the distance
factor in predicting customer churn with the highest accuracy reaching 89.01%.

Research was also carried out to classify customer churn by Amin et al. [11], who proposed an
adaptive method with a naive bayes classifier and genetic algorithm. This research was tested on 3 datasets,
namely the BigML Customer Churn dataset, IBM Customer Churn, and Cell2Cell, and obtained the highest
accuracy of 98.5% on the Cell2Cell dataset. Research by Cenggoro et al. [34] uses embedding vectors in
deep learning to identify churn customers with an accuracy of 89.82%. Ahmad et al. [35] focused on
classifying churn customers using social network analysis (SNA) in feature selection, and with this, this
study was able to increase the accuracy of the model from 84% to 93%. This research examines the potential
performance improvement obtained by predicting customer churn, which has not been fully explored in
previous studies. Meanwhile, researchers highlight that the stacking ensemble method tends to perform well
in several cases [6], [36], [37]. The synthetic minority oversampling technique (SMOTE) method, which
works well in balancing data [29], [38]-[41], and the stratified k-fold method which excels in training
models [42]. With the excellence of these methods, this research proposes a stacking ensemble learning
model with SMOTE and stratified k-fold to enhance the performance of customer churn prediction models in
the telecommunications industry, which has not been conducted by previous studies.
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2. METHOD

In this research, customer churn prediction is implemented through a series of steps, including data
collection, pre-processing, oversampling, modelling, and model evaluation. Details of the flow of the steps
carried out in the investigation can be seen in Figure 1. The framework shown in Figure 1 was created to
provide a comprehensive guide for designing a research flow to predict customer churn with optimal
accuracy. The main steps taken in this research are expected to produce an effective solution, especially to
overcome challenges such as the imbalance of existing data to identify churn customers in the
telecommunications industry. The following are details about each of the steps taken.

* XGBoost
« Random Forest
Start « LightGBM
s SVM
+ KNN
*« NN
Madelling Stacking-XGBoost

Data Collection

yes Training
data?
Remove Unnecessary Columns
Training Testing
data data
Encoding Categorical Features
Train the Model
Separate features (X) and
target (¥) Model Evaluation
GOversampling with SMOTE End

Figure 1. Workflow for customer churn prediction

2.1. Data collection

The dataset is obtained from a publicly accessible platform through Kaggle.com. This research takes
the dataset, namely Telco Churn Data, which has also been used in several previous studies with a similar
focus. The dataset used in this research can be accessed via the URL link:
https://www.kaggle.com/code/mnassrib/customer-churn-prediction-telecom-churn-dataset/notebook. The
dataset consists of 3,333 data records involving 21 features covering both churn true and churn false
categories. This dataset presents very valuable information in the context of customer churn prediction
research in the telecommunications industry. With a total of 2,850 customer data that do not churn and 483
customer data that churn, this dataset is expected to provide a comprehensive picture related to customer
behavior and factors that influence customer decisions to churn. In Table 1 is presented a detailed
explanation of the features in the dataset along with their data types.

2.2. Preprocessing

The next stage is preprocessing to prepare the data for further analysis. This research uses a Google
Collaboratory platform with python programming language to process data. The preprocessing stage is
performed by loading the data that have been collected previously. The data cleaning stage is carried out,
first, by removing the ‘phone number' feature which is considered not to provide a significant contribution to
understanding customer churn. There are categorical features in the dataset, namely class, state, international
plan, and voice email plane. A label encoder was applied to these features to convert them into numeric
representations that can be used in modeling. This processing aims to improve the completeness and
uniformity of the data, reduce the complexity, and improve the readability of the data for the model to be
applied. Separation was also performed between the variable X (independent variable) and its class Y
(dependent variable).
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Table 1. Description of features in the dataset and their data types

No Features Description Data type
1  State Name of the state String
2 Account_length Number of days a customer has been a customer Integer
3 Areacode Customer area code Integer
4 Phone number Customer's phone number String
5 International plan Customer status having or not having an international customer package (yes/no) String
6  Voice mail plan Customer status of having or not having a voicemail package (yes/no) String
7 Number vmail messages  The number of voicemail messages received by the customer Integer
8  Total day minutes Total minutes of the customer during daylight hours Float
9  Total day calls Number of calls made by the customer during daylight hours Integer
10 Total day charge Total cost for calls during daylight hours Float
11  Total eve minutes Minutes of calls during the afternoon Float
12 Total eve calls Number of calls made by the customer during the afternoon Integer
13  Total eve charge Total cost for calls during the afternoon Float
14 Total night minutes Total minutes of calls during the night Float
15 Total night calls Number of calls made by the customer during the night Integer
16  Total night charge Total cost for calls during the night Float
17 Total intl minutes Total minutes of international calls Float
18 Total intl calls Number of international calls made by the customer Integer
19  Total intl Charge Total cost for international calls Float
20  Customer service calls Number of customer service calls made by the customer Integer
21  churn Customer churn status (true/false) Boolean

2.3. Oversampling

Because the dataset has a class imbalance, where the number of customers who churn is less than
that of customers who do not churn, this research applies an oversampling technique using SMOTE [38].
This method generates a synthesized sample of the minority class using an interpolation method to create
data between the selected point and its closest data [43], thus creating a balance between the two classes. This
step is done to avoid biases that may arise in modeling due to data imbalance. This method is also applied to
create a balance so that the model can learn well from both classes. By (1) this is the data augmentation
formula using SMOTE:

Xsyn = Xi+ rand(0,1) X |Xi- Xneighbour| Q)

here, 'Xi' refers to an example from the minority class. The "Xneighbour' is a randomly selected sample from
the nearest neighbor. And 'rand(0,1)' is a random number that falls in the range between 0 and 1. After the
implementation of this data balancing method using SMOTE, the data are now balanced between the positive
churn and negative churn classes, which are 2,850 data each.

2.4. Split data

At the split data stage, this research divides the data into two important parts, namely training data
and test data. Training data are used to train basic models and metalearner models, while test data are used to
test the performance of the models that have been built. The division process is carried out with a proportion
of 80% of the data as training data and the remaining 20% as test data. With the use of appropriate data
division, this research can perform objective tests and produce reliable predictions. Therefore, this data-
sharing stage is an important step to validate the performance of models in predicting customer churn in the
telecommunications industry.

2.5. Modeling

At this stage, the basic models are built. This research develops a variety of classification algorithms
that will act as important components in the stacking approach. Some of the basic models chosen include
extreme gradient boosting (XGBoost), random forest, light gradient boosting machine (LightGBM), support
vector machine (SVM), KNN, and neural network (NN). Each of these models has unique characteristics that
contribute to the diversity of modeling. XGBoost is used for its ability to handle complex classification
problems [44]. Random forest is a robust choice for tree-based classifiers [45]-[47]. LightGBM is used
because it is known for its high performance and ability to process large data [48], [49]. SVM is used to
handle non-linear classification problems [41], [50]. KNN is the choice for classification due to its ability to
be based on neighborliness [51], [52]. A NN is used because it allows the model to handle deep learning [53].

Each base model is trained with preprocessed data, oversampled using SMOTE, and the results are
used as contributions to a more robust ensemble model. By combining these various baseline models, this
research seeks to create an ensemble model that can combine the advantages of each algorithm and produce
more accurate predictions in the modeling [54], [55] customer churn prediction. The second level involves a
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meta-learner model that takes the predictions of the first level as its input features [54]. The meta-learner
model, in the context of customer churn prediction, is XGBoost. This meta-learner is then able to understand
how to combine these predictions to produce a more accurate final prediction. XGBoost was chosen as the
meta-learner because it is one of the most effective ensemble algorithms that can handle various
classification problems with a high level of accuracy, and it also performed well on the stacking model
created in previous research [29].

The stacking model training process is carried out using training data and is carried out with the k-
fold stratified method. This is the concept of the cross-validation method, which divides the dataset into
several subsets with fair class sizes [56]. Each of these sub-datasets acts as a validation dataset in turn, while
the others are used as training datasets. In this process, K models will be built and trained with different
training datasets and then tested with the validation dataset. Figure 2 shows how cross-validation works. The
stratified K-fold is used to avoid and help mitigate the risk of bias, where the model may depend only on part
of the data [57].

Validation Fold Training Fold

st Perfromance 1
o
2 2st Perfromance 2
T
X
2 3st Perfromance 3 Perfromance
k<] S
® éz Performance,
2 ast Perfromance 4 =,
X

Sst Perfromance 5

Figure 2. Cross-validation concept

2.6. Evaluation

Model evaluation is a critical step in this research to measure the performance of the developed
ensemble model. Several evaluation metrics are used to represent the performance of the ensemble model.
The evaluation metrics used are accuracy, precision, recall, and F1-score. Accuracy measures the degree to
which the model can predict correctly. Precision measures the degree to which the positive predictions made
by the model are correct. Meanwhile, recall measures the extent to which the model can detect customers
who really churn. The model performance measure is obtained from the confusion matrix. The confusion
matrix table can be seen in Table 2.

Table 2. Confusion matrix
Actual values

Predictive values/actual values

1 0
Predictive 1 TP FP
Values 0 FN TN

The confusion matrix is a table that is used to visually analyze the extent to which the model can
predict the classification of the data. This matrix consists of four main cells, namely true positive (TP), false
positive (FP), true negative (TN), and false negative (FN). The TP reflects the amount of data that is correctly
classified as positive by the model. FP represents the amount of data that was mistakenly classified as
positive by the model, despite being negative. The TN represents the amount of data that was correctly
classified as negative by the model. In contrast, FN records the amount of data that was incorrectly classified
as negative by the model, when it should have been considered positive. With this, we also get parameters
that show how the model has performed. Through the measurement of the parameters (2) to (5):

(TP+TN)

Accuracy = oo, X 100% &)
P TP
Precision = X 100% 3)
(TP+FP)
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Recall = % x 100% @)
_ __ 2x(PresisixRecall) 0
F1—=Score = (Presisi+Recall) x 100% (5)

with the confusion matrix and the calculation formula for each parameter, a value between 0% and 100% is
obtained, which represents the value of how the model can correctly predict churn customers and those who
do not churn. The higher the value obtained from each parameter, the better the performance of the
classification model. Vice versa, if the value shown is close to 0%, it can be concluded that the model is still
underperforming and there are likely to be deficiencies in the ability to perform proper classification.

3. RESULTS AND DISCUSSION

To further analyze the data, an exploratory data analysis (EDA) was performed. Figure 3 shows the
data distribution of each feature of the dataset. From the data distribution image for each feature, it can be
said that most features have a normal distribution, namely for the state distribution feature account length
distribution, total day minutes distribution, total day calls distribution, total day charge distribution, total eve
minutes distribution, total eve calls distribution, total eve charge distribution, total night minutes distribution,
total night calls distribution, total night charge distribution, intl minutes distribution, and total intl charge
distribution. Where the data spreads normally in that range. But some distributions are skewed to the right,
where the data are spread over the minimum values. That is, in the total distribution ‘intl calss' and customer
service calls distribution features. Most people do not make much use of that feature. Most customers also do
not use v-mail messages. Likewise, the utilization of international plans and voice mail plans, which
customers rarely use. The distribution of area codes is mostly below the number 420, for the rest it is more
than area code 500.
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Figure 3. Thelco churn dataset EDA framework

When entering the preprocessing stage, it turns out that the data do not have NaN or duplicates, so
no data reduction is done. Therefore, the original amount of data was used. The data consist of 3333 data
records, of which 2,850 customers do not churn, while 483 are customers who churn in this
telecommunications industry. Of course, if directly entered into modeling, it will make the model too inclined
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to the class of data that does not churn. And this will result in misclassification. So, class balancing is done
using SMOTE. This implementation can balance the data in each class. It works because the way it works is
to synthesize the minority class. Figure 4 shows the data distribution between the churn class (true) and the
no-churn class (false) before and after SMOTE.

Class Distribution Before SMOTE Class Distribution After SMOTE
2500 2500
2000 2000
S 1500 S 1500 4
8 8
1000 1000 +
500 500
0 - - 0 T
0 1 4
Churn Churn

Figure 4. Data distribution before SMOTE and data distribution after SMOTE

According to Figure 4 illustrates the increase in the amount of data in the true (churn) class after
SMOTE. Now the data distribution between the churn and non-churn classes is 2,850 data each. Therefore,
this amount of data distribution will help the model to optimize its performance. To see the correlation
between features and the correlation between features and their targets, a heat map is created. The heatmap
showing the correlation between features can be seen in Figure 5.
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Figure 5. Correlation between features

The correlation approaching a value of 1 indicates that the feature has a strong correlation and the
correlation is positive or direct. In the heatmap, this is depicted by colors that are approaching red. On the
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other hand, negative correlation, which is an inverse correlation, is represented by colors approaching white,
with values close to -1. From the heatmap, it can be concluded that features strongly correlated with the
target are international plan, total day minutes, and total day charge. The larger these features, the higher the
likelihood of customer churn. On the contrary, features with negative correlation (having an inverse
relationship) are voice mail plan, number of vmail messages, and total int calls. The lower the values of these
features, the higher the likelihood of customer churn.

The modeling is performed using the stacking ensemble learning method, which combines six basic
algorithms: XGBoost, random forest, LightGBM, SVM, KNN, and NN. This is done to optimize the
performance generated by combining the results of the decisions of these 6 algorithms, each with its own
strengths and weaknesses. For the final estimator, the XGBoost algorithm is used due to its popularity in
achieving optimal performance in various cases. Figure 6 illustrates the construction of the modeling
conducted in this research to detect customers who churn and those who do not.

StackingClassifier
| xgboost random_forest lightgbm svm knn nn |
|| » xGBClassifier - SVC » MLPClassifier||
| [ T T |

»RandomForestClassifier‘|»LGBMClassifier|
I : I
final_estimator

»XGBClassiFier|

»KNeighborsClassifier|
i

Figure 6. Depiction of how the stacking model works

The data was trained using the training data with the stratified k-fold method. In the cross-validation
tuning, n was set to 5 folds, where the training data was divided into 5 parts of equal size, with the number of
each class balanced in each part or fold. This was done to prevent the model from performing well only on a
few specific data points. Subsequently, during model testing, the created model was tested to predict
customers using testing data, which are data that the model has not seen or known before. The model was
evaluated using a confusion matrix which can show the number of instances where the model correctly or
incorrectly predicted the results. Figure 7 illustrates the number of correctly and incorrectly predicted data
points, including instances where the actual outcome is true and predicted correctly, as well as cases where
the actual outcome is false but predicted correctly and vice versa. From the confusion matrix, performance
metrics of the model can be derived, such as accuracy, precision, recall, and F1-score.

Confusion Matrix

No Churn

True Label

Churn

i
No Churn Churn
Predicted Label

Figure 7. Confusion metric of stacking ensemble model

The constructed ensemble model demonstrates optimal performance, with a precision metric value
of 98%, a recall of 98.74%, precision of 98.03%, and an F1-score of 98.38%. Our findings indicate that the
stacking ensemble model with the combination of algorithms used along with the implementation of SMOTE
and the stratified k-fold method works effectively with the data utilized. The proposed methods in this study
tend to exhibit significantly better metric proportions compared to previous research. The model developed in
this study successfully optimizes performance in predicting customer churn and non-churn. In terms of
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accuracy, precision, recall, and F1-score, the model also effectively distinguishes between churn and non-
churn classes.

The implemented SMOTE method also aids in the data synthesis without negatively impacting the
classification of classes in the synthesized data. The training process using stratified k-fold does not
significantly alter the resulting performance. This study constructs a complex stacking ensemble model and
tests it extensively. However, further in-depth research may be necessary to confirm that the model can also
perform well on new data. It is important to note that optimal results may be influenced by the relatively
small size of the dataset, especially considering the original data has minimal examples for churn class.
Subsequent research is recommended to confirm the performance of the model created in this study using
larger and more varied datasets.

4. CONCLUSION

In this study, classification was performed to identify potential churn or retained subscribers in the
telecommunications service using a stacking ensemble learning approach. The model was built with six basic
algorithms: XGBoost, random forest, LightGBM, SVM, KNN, and NN. To address sample imbalance
between churn and non-churn classes, the SMOTE oversampling technique was applied. Training utilized
cross-validation, specifically the stratified K-fold technique, to prevent the model from excelling in
classifying churn and non-churn customers on only certain portions of the data. Evaluation results showed
that the stacking ensemble learning model successfully enhanced performance in distinguishing between
churn and non-churn customers. The model achieved an accuracy of 98% accuracy, 98.74% recall, 98.03%
precision, and 98.38% F1-score. This finding supports the effectiveness of the ensemble learning approach
with multiple methods implemented to address classification problems, particularly in predicting potential
churn customers in the telecommunications service industry. For future research, it is recommended to
explore larger datasets and ensure model optimization for more diverse data.
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