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1. INTRODUCTION

Deep learning has revolutionized object detection with methods like convolutional neural networks
(CNNs) and region-based CNNss, including Fast R-CNN, Faster R-CNN, and YOLO, becoming primary tools
[1]. Transfer learning has further reduced the training data requirement by leveraging pre-trained models on
large datasets [2]. Image captioning generates textual descriptions of images and complements object detec-
tion, offering a comprehensive understanding of image content. Applications include making visual content
accessible to visually impaired people, improving image searchability, enhancing content understanding, and
enabling automated image tagging [3], [4].

Recent studies in image captioning have focused on improving caption accuracy, fluency, and diversity
by incorporating attention mechanisms and additional information. Attention-based models, such as those in
[5], focus on critical image regions, resulting in improved performance on datasets like COCO. For example,
[5] achieved a BLEU-4 score of 50.4 using a Hard-Attention model. Similarly, [6] introduced SCA-CNN with

Journal homepage: http://beei.org



2862 ) ISSN: 2302-9285

spatial and channel-wise attention, achieving a BLEU-1 score of 71.9. Other approaches, such as bottom-
up and top-down attention [7] and semantic attention [8], further enhanced performance by capturing object
relationships and fine-grained attributes.

Modern image captioning models combine CNNs to extract image features with RNNs or Trans-
former models to generate captions, evaluated using metrics like BLEU, ROUGE, METEOR, and CIDEr [9].
Challenges remain in improving diversity, fluency, and efficiency while handling rare objects and complex
relationships [10], [11]. Real-time performance and resource efficiency also need attention [12].

This research aims to overcome all the problems mentioned in literatures by improving the diversity,
fluency, accuracy, and efficiency of image captioning models. Using transfer learning and RNN algorithms, we
trained models on the microsoft common objects in context (MS COCO) dataset [13]. Our study introduces
models that effectively describe image content, including objects, scenes, and relationships, evaluated with
traditional metrics. The contributions of our research are as follows:

- Build a simple image captioning architecture based on lightweight transformer learning (ResNet50, VGG16,
and InceptionV3) and RNN (LSTM and BiLSTM) models that can achieve accurately describe the content
of an image with human-level understanding.

- Achieve higher performance gain on the basis of BLEU, recall-oriented understudy for gisting evaluation
(ROUGE), and metric for evaluation of translation with explicit ordering (METEOR) score for greedy search
and beam search.

- Provide a comparative analysis of the models’ performance and adequate error analysis to improve the results.

2. METHOD

This study aims to improve the quality and efficiency of image captioning models by introducing sev-
eral new models that incorporate transfer learning and RNN algorithms trained on the MS COCO dataset. These
models integrate image and text features and utilize lightweight transfer learning methods with ResNet50,
VGG16, and InceptionV3 architectures alongside RNN approaches including LSTM and BiLSTM. Perfor-
mance assessment of these models is conducted using standard image captioning evaluation metrics such as
BLEU, ROUGE, and METEOR, employing greedy search and beam search strategies. Figure 1 shows us the
flowchart of the proposed model.
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Figure 1. A flowchart of the proposed model
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2.1. Data description and analysis

Image captioning datasets are collections of images paired with corresponding textual descriptions
that accurately reflect the image content. Image captioning datasets contain images from various sources, such
as photographs, illustrations, or animations. Captions in the dataset can vary in length and complexity, ranging
from simple one-word labels to detailed, multi-sentence descriptions of the scene. In this study, we used the
Microsoft COCO dataset, which contains 330,000 images paired with 5 human-generated captions each, to train
and test our image captioning models. The dataset include annotations such as object and attribute labels, scene
graphs, and semantic segmentations, which can improve model performance and interpretability. However, the
dataset poses several challenges for image captioning models, such as handling the diversity of objects and
scenes, generating accurate and semantically meaningful captions, incorporating additional information, such
as scene graphs or semantic segmentation, and accurately describing multiple objects and their relationships in
a single caption. Figure 2 shows an example of a COCO dataset image paired with its caption.
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2.2. Image and caption pre-processing

In image captioning, image and text preprocessing are essential for effective processing by machine
learning models. Proper preprocessing can have a significant impact on model performance [14]. The study
uses OpenCV for image preprocessing and NLTK for text preprocessing. Common steps include resizing
images, normalizing pixel values, tokenizing captions, converting words to numerical representations, and
padding or truncating captions to a fixed length. Furthermore, we created a word cloud representation of the
captions to identify which words have the most frequent occurrence, as shown in Figure 3. From the figure it
can be seen mostly frequent words are stop words such as “in”, “on”, and “with”. In addition, there can be seen
a frequent use of sports keywords such as “tennis”, “baseball”, and ““skateboard”. To build an adequate image
captioning model we need to reduce the caption dimensionality with the use of proper text preprocessing
techniques. Removing punctuation and special characters can improve model efficiency [15]. Additionally,
proper preprocessing helps to improve model performance and convergence, reduce overfitting, and increase
the model’s ability to generalize.

2.3. Image encoding

In this research, the ResNet-50 [16], [17], VGG-16 [18], [19], and InceptionV3 models were used
for image captioning by utilizing their pre-trained CNN layers to extract features from images. InceptionV3
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outperforms all other models. The image encoding model acts as a feature extractor, learning to recognize and
extract important features from the image, such as objects, scenes, and attributes.
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Figure 3. Frequency of words

2.3.1. InceptionV3

The model has a unique modular architecture composed of multiple Inception modules that can learn
both local and global features from an image. These modules are built to learn different levels of abstraction,
from low-level features such as edges and curves to high-level features that capture more abstract information
about the image. In the image encoding process, InceptionV3 uses these modules to extract features from the
image, which are then converted into a feature vector that can be used as input to the caption generation pro-
cess [20]. Compared to ResNet and VGG16, InceptionV3 has a more flexible architecture [21], enabling it to
learn a wider range of features from the image, resulting in better image representations and improved perfor-
mance on image captioning tasks. Additionally, InceptionV3 is computationally efficient and has relatively few
parameters, making it a suitable choice for real-time image captioning applications.

2.4. Language decoder

Image captioning involves extracting image features using methods like ResNet50, VGG16, or In-
ceptionV3, followed by generating textual descriptions with recurrent neural networks (RNNs) [22]. These
networks use image features as context to produce captions. Captions are preprocessed into numerical rep-
resentations by assigning unique indices to words and padding sequences to a uniform length of 40. With a
vocabulary size of 11,632 words, two RNN variants, LSTM and BiLSTM, are employed as language decoders.

LSTMs process sequences while maintaining past information, whereas BiLSTMs consider both past
and future contexts, enabling more coherent captions. The decoder predicts each word by utilizing the previous
hidden state and predicted word, outputting a probability distribution over the vocabulary. The captioning pro-
cess halts upon predicting an end-of-sequence token or reaching the maximum length. The network is trained
end-to-end by minimizing the difference between predicted and ground-truth captions, with post-processing
applied to refine fluency and correct grammatical errors.

2.5. Evaluation

In this study, BLEU, METEOR, and ROUGE metrics was utilized to evaluate the performance of
the models [23]. These metrics are widely used evaluation metric for image captioning models that measures
the similarity between the generated captions and the ground-truth captions. However, BLEU score has some
limitations, such as sensitivity to the length of the captions and potential for missing important information in
the captions [24]. Therefore, it is often used in combination with METEOR and ROUGE, to provide a more
comprehensive evaluation of image captioning models [25].
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3. RESULT AND DISCUSSION
3.1. Performance comparison

The Table 1 lists the performance of image captioning models based on the BLEU, ROUGE, and
METEOR evaluation metrics for greedy and beam search technique. Looking at the results, we can see that the
Beam search algorithm performs better than the greedy search algorithm in terms of all evaluation metrics. it
seems that the InceptionV3+BiLSTM model using beam search is the most effective model among those tested,
achieving the highest scores in most metrics.

Table 1. Performance of image captioning models on greedy and beam search

Search Algorithm BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE

Beam InceptionV3+BiLSTM 0.524 0.584 0.602 0.571 0.286 0.572
InceptionV3+LSTM 0.519 0.561 0.589 0.552 0.254 0.525
VGG16+LSTM 0.517 0.545 0.556 0.521 0.221 0.495
ResNet+LSTM 0.498 0.501 0.521 0.482 0.21 0.478

Greedy  InceptionV3+BiLSTM 0.514 0.541 0.551 0.525 0.276 0.551
InceptionV3+LSTM 0.501 0.521 0.531 0.432 0.248 0.526
VGG16+LSTM 0.498 0.531 0.512 0.481 0.2331 0.484
ResNet+LSTM 0.477 0.494 0.532 0.461 0.221 0.475

Figure 4 shows the performance of models on all the opted evaluation metrics. In terms of BLEU
scores, the InceptionV3+BiLSTM model using beam search achieves the highest scores, with BLEU-4 score
of 0.571 and BLEU-3 score of 0.602. The worst BLEU score is achieved by ResNet+LSTM model using
greedy search, with BLEU-4 score of 0.461. However, the BLEU-4 score is the lowest among all metrics,
indicating that the models are struggling to generate longer and more complex sentences. For METEOR score,
the InceptionV3+BiLSTM model using Beam search obtains the highest score of 0.286, while ResNet+LSTM
model using beam search obtains the lowest score of 0.21.In terms of ROUGE score, the InceptionV3+BiLSTM
model using beam search obtains the highest score of 0.572, while the ResNet+LSTM model using greedy
search obtains the lowest score of 0.475.
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Figure 4. Evaluation score for each model’s based on greedy and beam search

Figure 5 shows an example of predicted captions using InceptionV3+BiLSTM model on the testing
set. The model achieves the highest BLEU score of 0.602 which is a quality of translation which is often better
than human.
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Figure 5. Example caption predictions using the highest performing image captioning model

3.2. Performance validation

The study evaluated the performance of the models by assessing their training and validation accuracy
and loss. Figure 6 illustrate the gap between the training and validation loss, for every epoch of the Incep-
tionV3+BiLSTM model, which was the best-performing one. The learning curves for each model indicate a
significant improvement in performance with each epoch step, as both training and validation loss decrease
over time.

—e—training loss
10 X —o—val loss

loss

0.0 25 5.0 7.5 10.0 12.5 15.0 175
number of epoch

Figure 6. Difference of training and validation loss for each epoch of InceptionV3+BiLSTM model

3.3. Model architectures and training strategies

In recent years, the image captioning field has experienced growth due to advancements in deep learn-
ing models and the availability of large-scale image and caption datasets. This study aimed to create models
based on transfer learning algorithms capable of accurately describing image content and producing human-
like captions, with applications in accessibility, multimedia retrieval, and robot navigation. Transfer learning
algorithms for image encoding and RNN for language decoding have surpassed human-like machine transla-
tion. While attention-based models have good BLEU scores, they are computationally slow. Transfer learning
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models, on the other hand, are data and computationally efficient, offering better performance with fewer train-
ing epochs. However, to increase the size and diversity of the image dataset, data augmentation techniques
such as random cropping, flipping, and rotation can be utilized. In addition, the models were trained for only
20 epochs, but higher epoch training can result in improved performance, as seen from the increasing accuracy
and decreasing loss in each epoch.

4. CONCLUSION

Image captioning generates a natural language description of an image by mapping visual information
to a textual representation. Recent research focuses on improving models with multimodal representations,
attention mechanisms, and pre-trained models.However, challenges remain in improving models’ robustness
to diverse visual content and incorporating light-weighted models for better performance. The goal of this
study research is to develop image captioning models based on transfer learning algorithms that can generate
accurate and human-like captions, which requires the integration of both computer vision and NLP techniques.
For that purpose, we created four image captioning models where ResNet50, VGG16, InceptionV3 models
were utilized to encode the image feature and LSTM, BiLSTM models to generate captions from the encoder
image. Out of all the experimental models, the InceptionV3+BiLSTM model performed with the highest BLEU
score of over 60%, which can be considered better text generation than human. In future works, we want to
fine-tune pre-trained models on large datasets to build more effective image captioning models, as it allows
the model to leverage pre-existing knowledge and improve performance on the task. Additionally, we want
to explore the use of language models in image captioning, and have made significant progress in generating
captions that are not only accurate, but also coherent and semantically consistent.
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