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1. INTRODUCTION

The era of digital education, adaptive assessment has become one of the important tools in
evaluating student performance. This assessment is structured in such a way that the degree of difficulty of
the questions can be adjusted to the abilities of each individual, thus producing a more precise and personal
evaluation [1]-[3]. Courses such as basic programming need this kind of approach because of the variation in
students' abilities in understanding concepts and completing practical tasks [4], [5]. However, most of the
assessments used today are still conventional and uniform, which are unable to accommodate differences in
student ability levels. Item response theory (IRT) has been widely applied in educational assessment to
provide more dynamic assessments [6].

IRT focuses on the relationship between students' abilities and the characteristics of the questions
they answer, allowing adjustments to the level of difficulty based on individual performance.
A study by [7]-[9] showed that IRT can significantly improve the accuracy of student ability evaluation.
Conversely, clustering methods like K-mean clustering are commonly employed to group students in
accordance with similarities in their cognitive or emotional capabilities, enabling educators to develop more
targeted instructional strategies [10]-[12].
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However, research combining IRT and K-means in the context of adaptive assessment is still limited,
especially for technical courses such as basic programming. Many existing assessment systems have not fully
utilized the strengths of both methods simultaneously. For example, research by [13], [14] indicates the great
potential of this combination in more personalized and relevant assessments, but its application in the context of
technical education still needs further research.

This gap suggests that there is room for further research to explore the effectiveness of this
combination approach. To address these issues, this study proposes a combination of IRT and K-means as a
solution to create a more comprehensive adaptive assessment. IRT will be utilized to tailor the question
difficulty according to students' cognitive abilities, whereas K-means will categorize students based on their
cognitive and affective traits [15], [16]. The combination of these two approaches is expected to provide a
clearer picture of students' abilities, as well as allow for the provision of questions that are more appropriate to
their needs.

The suggested approach not only addresses the need for more adaptive assessment methods but also
provides new insights into the use of analytical technologies within the educational field. By combining the
strengths of both techniques, this study seeks to create a system that more precisely evaluates students’
academic performance while also uncovering the affective factors that impact their learning experience. This is
important because students’ motivation and emotional engagement in learning play a significant role in their
success, especially in demanding courses such as programming.

The success of this combination can be seen from the results of initial research which shows that the
approach is able to increase the relevance of questions and accelerate the process of identifying student needs.
Several studies also show that grouping students based on their cognitive and affective characteristics can help
in designing more targeted interventions, which ultimately improve overall learning outcomes [17]. Therefore,
the solution presented in this research not only enhances the adaptive assessment framework but also lays the
foundation for the creation of more efficient evaluation systems in the future. With a strong theoretical
foundation and empirical evidence, this study seeks to introduce innovation in adaptive assessment systems,
especially in the context of basic programming. The process of developing, implementing, and evaluating this
system will be described in detail in the following sections, which include the methodology, analysis results,
and implications for future education.

2. MATERIALS AND METHOD

The research materials of this paper consist of several important elements, namely data collection,
instrumentation, procedures, and measurements, which can be explained as follows: i) data collection: data is
obtained from the results of cognitive and affective assessments of students taking basic programming
courses. Data collection is carried out through exam questions and questionnaires distributed using an online
platform; ii) instrumentation: exam questions are compiled using the IRT principle with various levels of
difficulty, while the questionnaire designed measures affective aspects such as student motivation and
involvement in learning. The learning assessment instrument includes affective and cognitive aspects
accompanied by criteria, scoring rubrics, and thinking levels which can be seen at the link:
https://tau.id/5oray; iii) procedure: procedural steps include distributing exam questions and questionnaires to
students, collecting answers, and processing data using statistical software (R Studio) to apply IRT and the
K-means algorithm; and iv) measurement: the main measurements in this study are students' cognitive
abilities calculated based on exam results, as well as affective factors evaluated through questionnaires. The
K-means algorithm is employed to classify students according to their cognitive and affective patterns.

2.1. Adaptive assessment system

This research aims to develop and test an adaptive assessment system in basic programming courses
by combining IRT and K-means. The proposed system framework combines two models, namely: first, the
IRT model which includes data collection, pre-processing, transformation, IRT model, and goodness of fit
test, as well as interpretation; secondly, clustering model using the K-mean algorithm involves several
phases: preprocessing, data mining, transformation, interpretation, and evaluation, which can be seen in
Figure 1(a). The explanation of the components of the adaptive assessment system architecture is as follows,
in Figure 1(b): i) user (student): answers the test items presented; ii) adaptive assessment system: manages
the test and selects items adaptively; iii) data preprocessing: cleans and prepares answer data for analysis,
iv) IRT engine: calculates ability (theta) and selects items based on maximum information; v) K-means
clustering: groups students based on theta and answer patterns with the optimal number of clusters;
vi) adaptive recommendation: provides items according to clusters (high/medium/low) to improve
assessment accuracy; and vii) evaluation and feedback: presents test results and personalized learning
suggestions.
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Figure 1. The framework and system architecture; (a) the framework of the proposed system and (b) adaptive
assessment system architecture

The combination of IRT and K-means method for adaptive assessment offers advantages over
traditional adaptive systems. Traditional adaptive systems usually use only IRT to adjust questions based on
students' abilities. However, this approach integrates the K-means for student classification according to their
abilities levels and response patterns. This approach allows for more accurate question adjustments, as
students are grouped into clusters such as high, medium, or low. Each group gets appropriate questions, for
example, easy questions for the low group and challenging questions for the high group. The combination of
IRT and K-means makes the system more adaptive and helps improve student learning outcomes more
effectively.

2.2. ltem response theory

The psychometric method known as IRT is used to evaluate how an individual’s ability affects the
likelihood of giving an accurate answer to a specific item. IRT consists of various models, including 1PL
(which focuses on item difficulty), 2PL (which adds item discrimination), and 3PL (which incorporates
guessing factors) [18], [19]. IRT is superior to classical test theory because it can take into account individual
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and item characteristics more accurately. IRT is applied in education, psychology, and the social sciences to
create more precise and adaptive assessments. This study uses one logistic parameter because it adjusts to the
small amount of data. Rasch model or 1-parameter logistic (1PL) is used especially to evaluate the level of
difficulty of an item in a test or questionnaire (1). The item characteristic curve (ICC) in this model is
represented by an equation that illustrates how the likelihood of a respondent answering an item correctly
varies with their level of ability [20], [21]. The adaptive assessment process with IRT includes: i) data
collection: data was collected from the results of affective and cognitive tests for basic programming courses;
ii) data preprocessing: checking data quality, such as missing data or anomalies; iii) data transformation: after
the data has been successfully collected and checked, the data is transformed from Excel format into
delimited format; iv) IRT model and goodness of fit test: next, estimate parameters using 1PL or Rasch
model and test the suitability of the IRT model with R Studio Software; and v) interpretation, as the final
step, involves making interpretations and decisions based on the results of data analysis [22].

NCED)

P(0) = ——@5p 1)

where: P;(6) indicates the likelihood that a test-taker with a certain level of ability 6 answers item i correctly,
6 indicates the test-taker's degree of ability, b; is item i's difficulty parameter, a; represents the
discrimination coefficient for item i, e refers to the natural logarithm's base (approximately 2.718), and i
range from 1 to n.

2.3. K-means clustering process with knowledge discovery in database

Knowledge discovery in database (KDD) is a process aimed at uncovering valuable and insightful
knowledge from large datasets. KDD includes various stages that systematically transform raw data into
useful information and knowledge [23], [24]. The following are the main stages in the KDD process:
i) selection, the first stage in KDD is selecting relevant data from various data sources. This involves
identifying and extracting relevant subsets of data for analysis purposes; ii) preprocessing: after selecting the
data, the subsequent step involves preparing and cleaning the data through preprocessing. This stage involves
cleaning the data to address problems such as missing data, duplication, or inconsistent data. Preprocessing
also includes data normalization and transformation to ensure the data is properly formatted for effective
analysis; iii) transformation: data transformation entails converting the data into a structure more appropriate
for the data mining procedure. This includes dimensionality reduction, data aggregation, or creating new
features. This transformation aims to simplify and improve data quality so that analysis can be carried out
more effectively; iv) data mining: this is the central phase of the KDD process, where methods like machine
learning and statistical analysis, or data mining are used to uncover patterns, relationships, or meaningful
insights from the processed data. In this study, clustering techniques were utilized with the K-means method,
supported by the R Studio Software; and v) interpretation/evaluation, once patterns or knowledge are
discovered through data mining, the next step is interpretation and evaluation of the results. The results found
must be evaluated to ensure that they are valid, useful, and can be interpreted correctly.

2.4. Algorithm K-means

K-mean is a clustering or partitioning technique initially introduced by J. B. MacQueen [25]. It is
widely utilized in data mining clustering algorithm, K-mean and pattern recognition due to its simplicity.
Known as one of the simplest methods, it primarily relies on the Euclidean distance metric. It is valued for its
speed, simplicity, and scalability, making it particularly effective for adaptive systems like cluster-based
student assessments [26]. However, choosing the right algorithm depends on the particular characteristics of
the dataset. K-means functions by grouping data into a set quantity of clusters based on feature similarities.
The algorithm follows these steps: first, define the quantity of clusters (k) and randomly select initial centers
of clusters. Second, calculates the distance from the cluster center and each data point. Third, assign the
closest cluster is indicated by each data point. Fourth, recalculate the cluster centers and repeat the process
from step two to step four until the data points no longer shift between clusters [27]. In this clustering
process, identification of data to be grouped is carried out using the Euclidean distance (2):

d(X,y) =y X (= y1)? O]

where d(x,y) represents the separation between the data instances located at x and y points, X; denotes the
X value at the i-th record, y; refers to the center value of y to the I, th entry, n reflects the overall count of
entries.

Bulletin of Electr Eng & Inf, Vol. 14, No. 4, August 2025: 2947-2961



Bulletin of Electr Eng & Inf ISSN: 2302-9285 O 2951

2.5. Cluster optimization

Clustering outcomes are affected by the chosen quantity of clusters. One of the key challenges is
estimating the optimal quantity of clusters beforehand. This can be assessed using techniques like the Elbow
technique, Silhouete evaluation, and gap statistics to identify the most appropriate clustering count [28]. The
following is a brief explanation of the method:

2.5.1. Elbow

Elbow is an approach to finding the ideal quantity of clusters by analyzing the relationship graph
between the quantity of clusters and the resulting variance. In this graph, we look for "Elbow" points where
the decrease in variance between clusters is very significant before becoming flatter. This point shows the
transition from a steep drop to a flatter drop, indicating the correct quantity of clusters. This method
calculates the sum square error (SSE) for each cluster value (k), assisting in determining the ideal number of
clusters (3) [29]:

SSE(k) = Sty By [| i yll” ©

where: indicates the overall quantity of data instances, k signifies the quantity of clusters being analyzed, X;
alludes to the case of data at position i, and u; represents the j-th cluster's centroid.

2.5.2. Silhouette

The Silhouette approach was introduced by Rousseeuw et al. in 1990 [30], designed to evaluate
whether an item i has been appropriately assigned to its cluster. The score for the silhouette every item or
point of data i is computed separately, using (4) [31], [32]:

N b)-a®
S(l) ~ max (a(),b(@)) (4)

whereas b (i) indicates the mean separation between item i and every item in the closest adjacent cluster, a(i)
reflects the mean separation between item i and all remaining items within the identical group.

2.5.3. Gap statistics

Gap statistics compare the internal cluster variability of the real data with that of a reference set
created from a random distribution. After clustering both the observed and reference datasets using various
values of k, the within-cluster dispersion is calculated, and the gap statistic is subsequently derived from
these results, using (5) [33], [34]:

Gap, (k) = Ex{log (W (k)} —log (W (k)) (5)

where, W (k) is the total variation inside the cluster, E;, {.} signifies the anticipated value for a size n dataset
extracted from the baseline setup. Gap statistics measure the disparity between the actual W (k) results and
their corresponding expected values under the assumption of no distinct cluster structure.

2.6. Cluster evaluation with the Dunn index

The Dunn index serves as a measure that captures the minimum separation between distinct clusters
and the maximum compactness within an individual cluster [35]. In simpler terms, better clustering results
are indicated by larger distances between clusters and smaller sizes within each cluster [36]. In this context, a
higher Dunn value indicates a more effective partitioning or organization of the clusters (6):

_Aac(cicy)}izj
T {A(ep sisk )

where d.(C;, C]-) =min {d(x,y)} represents the minimum distance between two clusters, where
x is a member of cluster C;, and y is a member of cluster C;:

A(C) = {d (x,y)} or diameter of C;x,y € (;

d (x,Y) indicates distance in Euclidean terms between two data point, while k signifies the overall number of
groups or clusters.
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3. RESULTS AND DISCUSSION

Data was collected base on the results of affective and cognitive formative tests of basic
programming courses totaling 168 informatics students at the Wahana Mandiri Computer Academy in
Bekasi, West Java, Indonesia, even semester of the 2022-2023 academic year using a Google form quiz with
20 polytomous questions using a Likert scale (1, 2, 3, and 4) for affective and 40 dichotomous type questions
using binary (0, and 1) for cognitive, as seen in Tables 1 and 2.

Table 1. Affective domain polytomous

Id Name Iteml Iltem2 Item3 Item4 ... Item20 Amount Score

1 Khairil Aslam 3 3 3 3 4 34 34

2 Dinda Kamelia 3 2 2 2 1 34 3.4
168 AhmadSutisna 2 1 1 2 . 1 6 26

Table 2. Dichotomous of the cognitive domain

Id Name Iteml Item2 Item3 Item4 .. Item40 Correct Score

1 Khairil Aslam 1 1 1 0 1 17 8.5

2 Dinda Kamelia 0 1 1 1 1 15 7.5
168  Ahmad Sutisna 1 0 1 1 0 12 6.5

The test question instrument is compiled using the principles of IRT and Bloom's taxonomy in the
affective and cognitive domains with various levels of difficulty. The basic programming test competencies
include basic concepts of computer programming, such as algorithms, data types, variables, operations,
input/output, control structures, functions, procedures, arrays, searching, sorting [37], [38]. Meanwhile, the
affective domain includes five levels of expertise according to Krathwohl et al. (1964) [39] Figure 2 [40],
[41], and the cognitive domain includes six levels of expertise from the revised results of Lorin Anderson and
David Krathwohl (2001) [42] can be seen in Figures 3 [43]-[45].

Level Description Action Verbs
= . The student shows willinpness to listenor ~ Listen, Attend, Discuss, Follow,
Characterizing Receiving enpage. Read

Organizin . The student reacts and actively Interpret, Clarify, Contribute,

- - d Responding participates in activities. Present, Perform
Valuing U Valui The student attaches personal values and Dispute, Reject, Challenge, Justify,
uing expresses opitions. Criticize
Organizing The student reconciles internal conflicts Develo;_), Formulate, Modify,
i and develops a new value system. Reconcile, Compare

Characterizing The student adopts a copsistent belief Act, Demonstrate, Influence,

©  system and personal philosophy. Resolve, Practice

Figure 2. Affective level competencies

Level Description Action Verbs

Remembering The student recalls facts or information State, Define, List, Identify,

from memory. Recognize, Recall
Creating The student explains the meaning or Summarize, Rewrite, Illustrate,
Understanding  interpretation of a fact in their own Describe, Explain, Interpret
Evaluating words. _
Apolyi The student uses knowledge to solve Estimate, Calculate, Construct,
PRLyIg real-life problems. Demonstrate, Solve, Prove

The student critically analyzes real-life Analyze, Distinguish, Predict,

Analyzing issues, breaking down complex problems  Investigate, Criticize, Evaluate

based on known facts and theories.
The student compares events, critically Evaluate, Compare, Justify,

Evaluating analyzes parameters, weighs pros and Defend, Assess, Review
Remembering cons, and makes judgments.
The student creates new ideas or Create, Synthesize, Develop,
Creating directions, developing new structures or ~ Generate, Build
patterns.

Figure 3. Cognitive level competencies based on the 2000 revision
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3.1. Item response theory
3.1.1. Estimation of item response theory in the affective domain

The data was collected from the results of filling out the questionnaire on the affective domain of
students using the polytomous format utilizes four levels on a Likert scale: not at all (1), occasionally (2),
frequently (3), consistently (4) in the first stage, then in the second stage data processing and data
transformation were carried out, from excel format into delimited format with the help of R Studio Software,
as seen in Figure 4(a) format excel and Figure 4(b) format delimited.
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Figure 4. Processing and transformation of data; (a) excel format and (b) delimited format
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The third stage is calculating IRT: analysis using the logistic 1 parameter model (IRT 1PL) focuses
on estimating the difficulty level parameters and discriminating for each test item. In this model, parameter
estimation is carried out using the constrained method. The estimation results show that the level of difficulty
(values a and b) of each test item varies greatly.

From Figure 5, it is evident that the constrained model's difficulty level parameter ranges from -
0.270 to 0.410 (item 19 and item 12), which is in the medium category. However, to be considered a good
item, the difficulty level (b) should ideally be in the -2 to +2 range [46]. Meanwhile, the level of
discrimination (a) with the constrained model ranges from 0.783, which is included in the discrimination
classification index in the very good or excellent category (0.70-1.00).
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Figure 5. Affective constraint estimation results (1PL)

Fourth stage goodness of fit test: choosing the right analysis model is critical to accurate estimation

of individual abilities. The suitability between the model and the data is the main benchmark, because an
inappropriate model can cause estimation errors. However, no model can perfectly fit the data because each
model has limitations. Models are compared according to their complexity and fitting quality employing BIC
and AIC [47], [48]. As the AIC and BIC values decrease, the better the model, although there is no exact
limit to a "good" value.

Referring to Figure 6, the outcomes of the likelihood ratio test (LRT) from the ANOVA comparison
of different models indicate that the OUT2 model outperforms the OUT1 model. This is indicated by the AIC
and BIC values are lower for OUT2 (AIC: 5138.69 and BIC: 5280.68) compared to OUT1 (AIC: 5146.03,
and BIC: 5285.13). Smaller AIC and BIC values suggest that the OUT2 model provides more suited to the
data. and reduces the amount of information loss while considering the number of parameters and
observations. In addition, the significant LRT statistic (p-value=0.002) indicates a significant difference
between the two models. Therefore, it can be said that the OUT2 the model is superior in terms of fitting the
data than the OUT1 model, making it the best choice of the two models.
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> anova(OuUT1, OUT2)
Likelihood Ratio Table
AIC  BIC log.Lik LRT df p.value
OUT1 5146.03 5285.13 -2525.02 48
OUT2 5138.69 5280.68 -2520.34 9.35 49 0.002

Figure 6. Anova AIC and BIC results

Final stage-model interpretation: the ICC in the partial credit model (PCM) illustrates the link between
a test taker's ability level and the likelihood of choosing a specific answer for an item [49], [50]. Interpretation
of the ICC involves two main components: i) difficulty: the horizontal position of the ICC indicates the item's
degree of difficulty. Items to the left of the ability axis are considered easy, while items to the right are
considered difficult and ii) discrimination: the shape and slope of the curve indicate the discrimination of the
item. A curve with a high slope indicates good discrimination, because it is able to differentiate participants with
significantly different abilities. Conversely, a curve with a low slope indicates low discrimination.

Based on Figure 7(a) item 12 is in the difficult category and Figure 7(b) the estimated difficulty
level shows that item 19 is included in the easy category. An individual with level of ability of 6=0.410 has a
50% probability of scoring 0 or above on the item, meanwhile, a person with level of ability of 6=-0.270 has
a 50% likelihood of achieving a score of O or more on the item. This shows that item 19 is easier for test
takers to answer correctly compared to item 12,

Item Response Category Characteristic Curves - Item: ltem12 Item Response Category Characteristic Curves - ltem: Item19
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Figure 7. Characteristic curves; (a) items 12 and (b) item 19

In polytomous models, the amount of information an item contributes depends on its slope
parameter; the greater the slope, the more information is provided. A greater distance of location parameters
(b1, b2, b3, b4) also increases the amount of information provided. Optimally informative polytomous items
have large locations and broad category coverage above theta. The information function is best illustrated by
the item information curve, which shows that item information is not static and depends on theta level.

Figure 8(a) item 12, with the highest slope, provides the most statistical information, while
Figure 8(b) illustrates that item 19, with the lowest slope, is the least informative. Items tend to provide
maximum information in the -2.5 to +1 theta range. The "wavy" curve reflects that item information is a
combination of information from each category which is combined to form the item information function.
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Figure 8. Information function of items; (a) 12 and (b) 19
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3.1.2. Item response theory estimation in the cognitive domain

The data was collected from the basic programming exam that measures the cognitive domain of
students using the Dichotomous type using Binary items if the correct answer is scored 1 but if the answer is
wrong the score is 0 in the first stage. The second stage involves data processing and transformation. The
data that was originally in Excel format was changed to delimited format with the help of R Studio Software,
as seen in Figure 9(a) format excel and Figure 9(b) format delimited.
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1 |Item1|ltem2|ltem3|Item4 |Iltem5 |Item6 |Item7 |[Item8 |Item9 |[Item 10 Tteml Item2 Item3 Itemd Item5 Items [Item7 Item8 Item$ Iteml@
2 1 1 1 0 1 0 1 0 1 1 1 1 1 8 1 [ 1 [} 1 1
3 0 1 1 1 1 1 1 1 1 1 [ 1 1 1 1 1 1 1 1 1
4 1 1 1 0 1 0 1 0 1 0 L 1 1 4 1 8 1 8 1 e
s 1 1 1 1 1 1 1 1 1 0 L 1 1 1 1 1 1 L 1 e
6| 1 1 1 0 1 0 1 0 1 1 1 1 1 o 1 4 1 8 1 1
7 o | ¢ | 1] 1] 11| 1] 1]1 1 g i i ; 1 ; 1 i 1 i
IeaEasssasssasssans== iR R
1 1 1 1 1 ] 1 [} 1 ]
10 1 1 1 1 1 0 1 0 1 0 1 1 1 s 1 0 1 0 . 2
(@) (b)

Figure 9. Processing and transformation of data; (a) excel format and (b) delimited format

The third stage is calculating IRT: analysis using the logistic 1 parameter model (IRT 1PL) focuses
on estimating the difficulty level parameters and discriminating for each test item [51], [52]. In this model,
parameter estimation is carried out using the constrained method. The estimation results show that the level
of difficulty (values a and b) of each test item varies greatly.

Figure 10 it's visible that the difficulty level parameter for the constrained model ranges from -0.132
to 1.925 (item 31 and item 2), which is in the medium category. However, to be considered a good item, the
difficulty level (b) should ideally be in the -2 to +2 range [46]. Meanwhile, the level of discrimination
(a) with the constrained model ranges from 1.00, which is included in the discrimination classification index
in the negative (non-discriminating) and excellent category (<0->0.40) [53], [54].

Dffclt Dscrmn

ltem1 -0.3277231
ltem2 1.9253858
ltem3 -2.5496394
ltem4 -1.2444205
ltem5 -2.0497253
ltem6 -0.6661006
ltem7 -2.9005737
ltem8 -1.4257738
ltem9 -1.5232846
ltem10 -0.9209828

Item11 -1.5740909
Item12 -0.8459230
Item13 -1.9815581
ltem14 -1.2882553
Item15 -1.9815699
Item16-1.3788712
Item17 -1.8540149
Item18 -2.2764683
Item19 -3.4000760
Item20-2.7718791

ltem21-2.2764782
ltem22 -3.4016141
ltem23 -1.4257738
ltem24-2.1212412
Item25 -2.5497655
ltem26 -3.0441021
ltem27 -1.6804092
Item28 -2.1966564
ltem29 -1.6264245
ltem30-2.1966510

Iltem31-0.1323425
ltem32 -0.6312226
Iltem33 -2.1966599
Iltem34 -1.0372833
Iltem35 -0.3277231
Iltem36 0.5570863
ltem37 -0.6658263
Iltem38 -1.2444205
ltem39 -2.0497253
Iltem40 -0.6661006

B R R R R R R RR
[
[
[ L S =y

[

Figure 10. Constraint estimation results (1PL)

Fourth stage test of goodness of fit: predicated on Figure 11, In the ANOVA analysis, the OUT2
model shows a significant increase in data explanation compared to the OUT1 model (p-value <0.001). AIC
and BIC values are lower for the OUT2 model also indicate its superiority in simplicity and explainability.
Therefore, it can be concluded that the OUT2 model is better than the OUT1 model in modeling data.

> #Fit model
> anova(outl,out2)
Likelihood Ratio Table
AIC  BIC log.Lik LRT df p.value
outl 5071.18 5187.09 -2495.59
out2 4315.12 4546.95 -2077.56 836.05 40 <0.001

Figure 11. Anova AIC and BIC test results

Last stage model interpretation: Figure 12(a) shows how the level of item difficulty affects the
likelihood that test-takers will provide accurate answers. for example, the level of difficulty for item 1 is
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-0.328, while the difficulty level of item 2 is 1.925. The curve shows that participants with low ability were
more likely to answer easy items correctly, whereas participants with high ability were more likely to answer
difficult items correctly.

Figure 12(b) shows the unique information function of each item. for example, item 2 provides
maximum information when the participant's ability is at =1 and remains informative above average (6=4),
but does not provide information below average (6=-4). This means that item 2 is effective in measuring high
ability. In contrast, item 1 provides information on low ability (6=-4) and is uninformative on high ability
(6=4), thus more effectively distinguishing participants with low ability.

Item Characteristic Curves Item Information Curves
S

",/ |reffig;\\[i;:\1a}14
4 1% &Y

e ——

— e oRem I3 aE
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= o o c
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c L . . - c T
-4 2 0 2 4 4 -2 0 2 4
Ability Ability
(@) (b)

Figure 12. Curve ICC and IIF; (a) item characteristic curve and (b) item information function test

3.2. K-means clustering

K-means clustering, which was first presented by J. B. MacQueen [25]. It is commonly used in data
analysis and pattern recognition because of its straightforwardness and ease of use, particularly with the use
of Euclidean distance. Its advantages lie in its speed, simplicity, and ability to handle large amounts of data.
Therefore, K-means is suitable for use in adaptive systems such as cluster-based student assessments [26].
The K-means clustering the data utilized in this investigation came from the results of basic programming
formative test covering the affective and cognitive domains, as displayed in Tables 1 and 2. Before running
the clustering process, a data preprocessing stage was carried out on several attributes used, including no. id,
name, and affective and cognitive values. Details of the processed attributes is displayed in Table 3.

3.2.1. Data normalization

In K-means data mining, data standardization is an essential step that adjusts the scale of variables
so that they have an average near zero and a spread approximately equal to one as shown in Figure 13 [55].
This normalization process successfully adjusted the scale of each variable, this results in the affective and
cognitive data having an average close to zero and a variability approximately equal to one.

i it Affective cognitive

Table 3. Affective and cognlt_lve score _d_ataset [1,] ‘0 66318384 —0 13680056
Id Name Affective  Cognitive Ez% -0.54784752 1.64094702

e 3,1 0.66318384 -2.03854815

1 Khairil Aslam 34 85 [4,] -0.54784752 0.93335180

2 Dinda Kamelia 34 7.5 [5,1] 0.96594168 -0.19880056

168 Ahmad Sutisna 26 65 Figure 13. Data normalization

3.2.2. Determination of the number of clusters

With three distinct techniques for determine the quantity of clusters yields various answers, which
can be seen in Figure 14(a) Elbow (WSS): suggests 3 clusters, with a significant decrease in WSS after 3
clusters. Figure 14(b) Silhouette: suggests 2 clusters, with the highest silhouette value in the 2 clusters.
Figure 14(c) gap statistics: shows 1 cluster, which is not informative. Conclusion: differences in results are
caused by the characteristics of the data and respective methods. Researchers chose the Elbow method with 3
clusters because it shows that data variations are well explained without additional clusters.
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Figure 14. Method; (a) Elbow, (b) Silhouette, and (c) gap statistics

3.2.3. K-means clusterization process

In the K-means clustering analysis with 3 clusters, three groups of observations were formed with
sizes of 63, 55, and 50 observations respectively Figure 15(a) visualization, and Figure 15(b) cluster 1:
affective -0.4277 and cognitive 0.8525. Cognitive abilities are high, affective abilities are slightly below
average. Cluster 2: affective -0.6304 and cognitive 0.7983. Challenges in affective and cognitive aspects,
both below average. Cluster 3: affective 1.2324 and cognitive -0.1960. affective response is positive,
cognitive understanding is slightly below average. These variations indicate differences in cognitive abilities
and affective responses between groups. Educators can use this information to provide specific interventions
or learning enrichment to more effectively support the needs of each group.

> # Apﬁ)'lication of K-Means clustering lustetpil,
> final <- kmeans(DATAAFKO_scale, centers= 3, nstart = 25)

> print(final)

K-means clustering with 3 clusters of sizes 63, 55, 50

cluster

Kognitif

Cluster means: Z
Affective  Cognitive &
1 -0.4277055 0.8524838
2 -0.6304178 -0.7983267 I i ) )
3 1.2323686 -0.1959702 ; °oewt :
(@) (b)

Figure 15. K-means clustering results; (a) three clusters and (b) visualization

Based on the results of student profiling [56], it can be shown in Figure 16(a) cluster 1: very high
cognitive ability, fairly good affective, average cognitive 8.24, average affective 2.34, strategy additional
challenges through research projects or complex assignments. Cluster 2: high cognitive ability, low affective,
average cognitive 7.08, average affective 2.27, strategy: personal guidance, mentoring, interactive activities.
Cluster 3: high cognitive ability, medium affective, average cognitive 7.50, average affective 2.89, strategy:
motivating and emotionally involving activities, such as group discussions or collaborative projects.
Educational institutions can use this information to design adaptive and effective learning strategies, ensuring
each student gets the support they need.

Based on the analysis of the Dunn index values provided, it can be concluded that grouping data
with three clusters (k=3) is the most optimal configuration. This is indicated in Figure 16(b) by the highest
Dunn index value (0.05682544) compared to the grouping of two clusters (0.01707518) and four clusters
(0.02415005) [57].

Combination of item response theory and k-means for adaptive assessment (Wargijono Utomo)




2958 O3 ISSN: 2302-9285

> Bataabeo s M9 K__Dunn index
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+ summarise_all("mean")
Cluster Affective cognitive 3 0.05682544
1 2.34 8.24
ERE ot IO 4 0.02415005
(@) (b)

Figure 16. Profiling and Dunn index values; (a) student profiling and (b) Dunn index scores

4. CONCLUSION

This study aims to develop an adaptive assessment system in a basic programming course by
combining IRT and the K-mean. The findings of the study indicate that integrating these two methods
effectively enhances assessment accuracy by tailoring question difficulty to students' cognitive abilities and
grouping them according to their cognitive and affective traits. This achievement is in line with the initial
objectives of the study, which focus on improving the effectiveness of assessment and a more personalized
learning experience for students. This study's importance stems from its capacity to overcome the
shortcomings of traditional assessment systems that often do not consider variations in student abilities. Thus,
the developed system not only provides more accurate assessments but also has the ability to enhance student
motivation and participation. in the learning process. Future studies are encouraged to investigate the
implementation of this adaptive assessment system across different subject areas and within wider
educational settings, including online or distance learning environments. Future studies could focus on
developing more sophisticated algorithms for student clustering and evaluating the lasting impact of this
system on student performance and involvement. Through these efforts, it is hoped that this study can make a
greater contribution to innovation in educational assessment systems.
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