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Addressing the effects of class imbalance on feature selection models has
become an increasingly important focus in academic research. This study
introduces a novel support vector machine (SVM)-based algorithm
specifically designed to handle class imbalance during the feature selection
process. Using the Taiwan bankruptcy dataset as a case study, the algorithm
incorporates the ExtraTreeClassifier() to manage class imbalance and
identify a reduced set of relevant variables. To validate the selected features,
SVM is applied within the imbalanced data context. Subsequently, analysis
of variance (ANOVA) ranking is employed to further refine the variable set
to three key features. An SVM model tailored for class imbalance is then
constructed to assess the effectiveness of the final feature set. The proposed
model significantly outperforms existing approaches in terms of
classification performance. Specifically, it achieves a Type | error of 1.17%
and a Type Il error of 22.9%, compared to 4.4% and 39.4% reported in prior
research. In terms of overall accuracy, our method reaches 83.1%,
surpassing the 81.3% achieved by earlier studies. These results demonstrate
that the proposed feature selection algorithm not only improves SVM
accuracy but also outperforms other feature selection techniques when used
in conjunction with SVMs, particularly under conditions of class imbalance.

This is an open access article under the CC BY-SA license.

0

Corresponding Author:

Borislava Toleva

Faculty of Economics and Business Administration, Sofia University St. KI. Ohridski

Sofia, Bulgaria

Email: vrigazova@uni-sofia.bg

1. INTRODUCTION

Feature selection has become a key focus in machine learning, offering a means to enhance
algorithm quality by removing redundant features. This process not only improves algorithm efficiency but
also aids in revealing a small group of factors that significantly impact an event. However, the effectiveness
of feature selection algorithms relies on the fulfillment of certain assumptions by the data. For example, class
imbalance in the target variable can lead to overfitting of the model.

While much academic literature addresses handling class imbalance in the final classification stage,
this research seeks to address it at an earlier stage: feature selection. We propose a new algorithm designed to
handle class imbalance during feature selection, with a focus on improving the performance of support vector
machines (SVM). Our algorithm aims to effectively identify a subset of features that not only improve SVM
predictions but also help explore the connection among the independent variables and the target variable.
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This study presents a novel approach to addressing class imbalance within the feature selection
process, providing a valuable tool for enhancing prediction accuracy and interpretability in machine learning
models. The following sections delve into current academic research on the topic, the methodology behind
our proposed algorithm, and the results of our experiments.

Identifying the key factors that influence events is crucial across various scientific fields, including
economics. A prominent area of interest within economics is understanding the factors contributing to a
company's bankruptcy. To address this, credit scoring algorithms have been developed in [1]. However,
creating a universal algorithm for identifying bankruptcy factors faces challenges such as class imbalance in
datasets [2], insufficient data [3], and changes in the economic and regulatory conditions [4]. Consequently,
researchers often develop bankruptcy prediction models tailored to specific countries or economic sectors,
such as public companies [5], US companies [6], Chinese companies [7], and Taiwanese companies [8].

In the context of identifying factors influencing company bankruptcy, two primary categories of
algorithms are commonly employed: machine learning and deep learning. These algorithms are frequently
combined with feature selection techniques to identify the most influential factors in corporate bankruptcy.
Zhao et al. [9] offer a comprehensive review of various algorithm groups for predicting corporate
bankruptcy They categorize these algorithms into several groups, including:

Multivariate discriminant algorithms [10];
— Regression algorithms [4];
— Stochastic process-based algorithms [11];
— Decision trees [12];
— Neural networks [13], [14];
— Ensemble learning algorithms [15].

Other types of bankruptcy prediction algorithms also exist, including Altman models and credit
scoring models [16]-[23]. Regardless of the algorithm used, a central topic is often identifying the factors
behind corporate bankruptcy [24], [25].

SVMs is another type of machine learning algorithm that is widely applied for imbalanced
classification due to its flexibility. For instance, Ye et al. [26] developed a novel SVM model aimed at
handling class imbalance. The main assumption behind this novel approach is that the positive class
conditional posterior probability density function is quadratic. However, this assumption is not fulfilled in all
datasets. Research by Wei et al. [27] propose another SVM model aimed at handling class imbalance. This is
the multilayer support vector machines (ML-SVM). However, this approach is targeted specifically at
detecting fault signals from healthcare equipment in the case when the data for one of the class are
dominating. This algorithm has not been tested on general datasets. Other versions of the SVMs for class
imbalance also exist [28], [29] but they are also targeted at resolving a specific task in the healthcare.
Maldonado and Ldpez [30] propose embedded feature selection for SVM in the case of class predominance
in the target variable. However, the efficiency of [30] on corporate failure data has not been examined.

Given the ongoing challenges in identifying corporate bankruptcy factors [9], [24], [25], the goal of
this paper is to introduce an effective and simple feature selection algorithm for SVMs to predict corporate
bankruptcy in cases of highly imbalanced data. This algorithm was developed using the Taiwan bankruptcy
dataset [25]. The proposed algorithm is effective as it can be used with large datasets, where feature selection
is necessary. As the algorithm uses ExtraTreeClassifier and analysis of variance (ANOVA), the importance
of the features is ranked, giving the researcher the opportunity to further explore the influence of various
combinations of features on the corporate bankruptcy and the effects from the class imbalance. The
application of the algorithm is simple as it involves using the built-in functions in the software package
(e.g., Python). Also, the model can be easily adjusted to various datasets or newly added/removed features by
parameters tuning. The following section details the proposed methodology, while sections 2 and 3 explain
the results. Section 4 concludes.

2. METHOD

The Taiwan bankruptcy dataset consists of 6,819 rows and 95 independent (X) variables [25]. The
dependent variable, 'bankrupt’, exhibits class imbalance, with 0 being the dominant class. To address this
imbalance and select variables for the classification algorithm, an appro-priate feature selection algorithm is
necessary. This not only reduces computing time but also enhances algorithm accuracy, aiding in the analysis
of key factors leading to bankruptcy.
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The methodology involves identifying 29 variables that impact the bankruptcy of Taiwanese
companies and fitting a classification algorithm that predicts bankruptcy cases accu-rately despite the class
imbalance. The algorithm is implemented in Python 3.11 on Windows 11, utilizing an Intel Core i3
processor. We have performed many experiments until we find parameter values for the commands below
that produce high classification metrics. However, the parameters shown in the methodology are the ones
with which we obtained the best results. The steps are outlined as follows:

— Load the data and define the X and Y variables. An important note is that we do not standardize the data.

— Use feature selection to reduce the number of independent variables, considering class imbalance. Utilize
ExtraTreesClassifier [31] with parameters (n_estimators=100, class_weight="balanced_subsample',
bootstrap=True, random_state=250) to rank feature im-portance and SelectFromAlgorithm(clf,
prefit=True) to select important features based on the rankings. Use ExtraTreesClassifier to rank features
based on importance scores. Use SelectFromAlgorithm to select the most important features.
ExtraTreesClassifier is a useful tool to perform feature selection in cases of class imbalance according to
academic literature. Setting the parameters ‘class weight’ to ‘balanced subsample’ and ‘bootstrap’ to
‘True’ are effective way to handle class imbalance according to Python’s documentation.

— Set a classification algorithm (SVM) to be fitted on the selected features. SVM=SVC(C=250,
class_weight="balanced’). We conducted experiments with other values for C but this is the one with
which the classification metrics were the best.

— Set a cross-validator (kFold cross-validation). skf=KFold(n_splits=10, shuffle=True, random_state=seed).

— Run the classification algorithm and evaluate its performance. Calculate metrics such as accuracy,
precision, recall, F1-score, and confusion matrix to evaluate its performance.

— Fit ANOVA feature selection on the 29 variables to select the three most important features. Unlike other
feature selection methods, the ANOVA provides a ranking of the importance for each feature. Therefore,
the researcher has a better understanding of the importance of a feature that has not been selected in the
model. Also, knowing the importance of each feature would allow the research to conduct experiments
with various combinations of features and easily check whether he/she should include or exclude the
particular feature. Also, the ANOVA provides an easy way to grasp how feature importance changes
when a new feature is added to the dataset or an existing one removed from the dataset. Therefore,
changes in the classification metrics can be more easily tracked and analyzed whether their source is the
change of features in the dataset or a change in the model setting. In view of all these advantages of the
ANOVA model, its usage in the proposed setting aligns best with the purpose of this research. In Python
we use SelectKBest(score_func=f_classif, k=3) for ANOVA feature selection.

— Tune the classification algorithm on the three selected features to confirm their predictive ability.

— Fit the tuned algorithm with cross-validation.

— Evaluate the algorithm's performance using the selected three features. The metrics used for models’
evaluations are confusion matrices, accuracy, precision, recall, and F1-score. Also, Types | and Il errors
have been calculated using the same methodology as in [25] to have comparable results to existing
academic literature.

By following these steps, the methodology aims to develop a robust feature selection algorithm that addresses

class imbalance and accurately predicts bankruptcy using a subset of key variables.

3. RESULTS AND DISCUSSION

The results of the proposed methodology can be divided into two parts: the output from the feature
selection for imbalanced data (steps 1-7) and the validation of the selected features' predictive ability (steps 8
and 9). The findings highlight the efficacy of the novel SVM-based feature selection method and its superior
performance over alternative techniques.

In the first part of the analysis (steps 1-7), a two-tier feature selection algorithm is employed to
address class imbalance. Using ExtraTreeClassifier with ‘balanced_subsample' in steps 2 and 3 ensures that
feature selection considers class imbalance, avoiding potential issues such as overfitting or underfitting. After
applying step 2, 29 features are identified from the initial dataset of 95 independent variables.

Steps 3-5 utilizes a SVMs algorithm to validate the 29 selected features' ability to produce a robust
model. Subsequently, ANOVA is applied to these 29 variables to select the three most important features
based on their f-scores. The three selected variables are after-tax net profit growth rate (score-753),
ROA(A) before interest and % after tax (score-593), and ROA(B) before interest and depreciation after tax
(score—549).

In the second part of the algorithm (steps 6 and 7), the three selected variables are further validated
for their predictive ability using the SVM model. The overall accuracy of steps 1-9 is 83.1%, indicating the
effectiveness of the proposed methodology. Figure 1 shows the confusion matrix from steps 1-9, illustrating
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the model's ability to predict bankruptcy cases. It is demonstrated that the novel SVM-based feature selection
algorithm is successful in handling class imbalance and outperforms existing methodologies in predicting
bankruptcy.

Confusion Matrix
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Figure 1. Confusion matrix from steps 3-9 authors’ calculations

The high accuracy achieved by the algorithm, along with the detailed confusion matrix, confirms its
effectiveness in predicting both majority (class 0) and minority (class 1) observations. Specifically, out of
6,699 observations for class 0, 5035 were correctly predicted, and out of 220 observations for class 1, 140
were correctly predicted. These results validate the importance of the 29 selected features for predicting both
classes.

The primary objective of this research is to develop an algorithm capable of selecting a significantly
reduced set of features while maintaining effectiveness for company analysis. Table 1 displays the
classification metrics, offering deeper insights into the algorithm's performance:

— Accuracy: an accuracy of 83.1% reflects a high overall prediction correctness.

— Precision: with a precision of 61.8%, the algorithm demonstrates a moderate level of false positive
control.

— Recall (sensitivity): a recall of 63.6% suggests the algorithm has low levels of false negatives.

— F1-score: the F1-score for class 1 stands at 62.7%, indicating a well-rounded performance in detecting
relevant cases.

Table 1. Classification metrics authors’ calculations
Class  Precision Recall Fl-score Support
0 0.992 0.832 0.905 6599
1 0.138 0.805 0.235 220

These classification scores further validate the effectiveness of the proposed algorithm in selecting a
relevant subset of features for company analysis, while maintaining a high level of predictive accuracy.
Precision assesses the proportion of correctly predicted instances of a class among all predictions for that
class. In this case, a precision of 0.992 for class 0 indicates that 99.2% of the instances predicted as class 0
were correct. Conversely, a precision of 0.138 for class 1 shows that only 13.8% of the predicted class 1
instances were accurate. This result is anticipated, given the class imbalance: class 1 represents a minority
with only 220 instances, compared to 6,599 instances for class 0. Recall or sensitivity, measures the
proportion of actual instances of a class that were correctly predicted. A recall of 0.832 for class 0 means the
algorithm correctly identified 83.2% of class 0 cases. For class 1, a recall of 0.805 indicates the model
successfully detected 80.5% of actual class 1 observations. These values demonstrate strong performance in
detecting both majority and minority classes. When combined with an overall accuracy of 83.1% and the
insights from the confusion matrix, these metrics confirm that the algorithm is effective in analyzing the three
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selected features: after-tax net profit growth rate, ROA(A) before interest and after tax, and ROA(B) before
interest and depreciation after tax.

Table 2 presents a comparative analysis between the proposed method and the results from
Liang et al. [25], which employed three SVM-based models. Liang’s best-performing model (SVM (cost of
financing (FC))), using the FC feature set, achieved an accuracy of 81.3%. In contrast, our algorithm—
automatically selecting a diverse subset of only three features—achieved a higher accuracy of 83.1%,
showecasing its superior performance. In addition, our SVM-based approach demonstrated a lower Type |
error compared to Liang's best model, while maintaining a similar Type Il error (as shown in Table 2). This
indicates that our feature selection method, when integrated with SVM, outperforms Liang’s approach in
both accuracy and error reduction. Liang et al. [25] also explored various feature combinations using SVM-
based selection, focusing on two main categories: financial ratios (FR) and FC. Table 3 provides a
comparison of accuracy, Type | error and Type Il error across these combinations, further highlighting the
advantages of our proposed methodology.

Table 2. Comparison between our results and Liang’s metrics [25]

Model Accuracy (%)  Type lerror (%)  Type Il error (%) Source
SVM (FRs) 79.1 20.2 21.6 Table 5 [25]
SVM (CGls) 67.9 27.7 245 Table 5 [25]
SVM (FC) 81.3 17.8 19.7 Table 6 [25]
SVM (3 variables) 83.1 1.17 22.9 Authors’ calculations

Table 3. Liang’s results [16] on different cost ratios and feature selection+SVMs

Ratio FR FC
Type | error (%)  Type Il error (%) Type | error (%) Type Il error (%)

1 20 18.1 16 19.3
15 125 27 10 26.1
2 10.2 30.9 7.1 30.9
3 6.9 38.4 5.4 348
5 35 50.5 4.8 36.9
7.5 1.9 60.1 44 394
10 13 65.8 44 39.4
15 0.9 69.9 44 394
20 0.9 69.9 44 394
30 0.9 69.9 44 39.4

Tables 2 and 3 highlight the effectiveness of our algorithm compared to Liang’s SVM [25]
experiments using different ratios for FR and FC. Our algorithm achieves a comparable Type | error (1.17%)
to Liang's SVM experiments with an FR ratio of 15/20 and 30, where Liang achieves the smallest Type |
error using an FR ratio of 15/20/30. However, our model achieves this low Type | error using only 3
variables, whereas Liang's model requires more variables. Additionally, our model significantly outperforms
Liang's in terms of Type Il error, with our model achieving a much lower error rate of 22.9% compared to
Liang's 69.9% with the FR ratio of 15/20/30.

Similar advantages are observed when comparing our results with Liang's experiments using
different FC ratios. Liang's best results with FC ratios of 7.5/10/15/20/30 yield higher Types | and Il errors
(4.4% and 39.4%, respectively) compared to our results of 1.17% and 22.9%. These findings indicate that our
feature selection algorithm for SVMs consistently outperforms Liang's results, even with varying FR and FC
ratios.

Overall, the proposed methodology, which includes feature selection tailored for class imbalance,
demonstrates superior performance in terms of accuracy, confusion matrix, and Type | and Il errors. This
suggests that our approach can effectively improve the performance of SVMs in analyzing complex datasets
related to corporate bankruptcy.

4. CONCLUSION

This study introduces a novel feature selection algorithm tailored for SVMs to effectively address
class imbalance. The algorithm is applied to the Taiwan company bankruptcy dataset (1999-2009) to identify
the three most influential factors contributing to corporate bankruptcy in Taiwan. Unlike most academic
studies that primarily aim to enhance prediction accuracy, this research places emphasis on uncovering the
key drivers of bankruptcy. Despite the significant class imbalance present in the dataset, the proposed
algorithm outperforms existing models, demonstrating strong capability in selecting meaningful features
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under imbalanced conditions. For instance, the proposed model achieves notable improvements in Type |
error (1.17%) and Type Il error (22.9%) compared to other studies, which report error rates of 4.4% and
39.4%, respectively. Additionally, while previous research reports an accuracy of 81.3%, the best result
achieved by the proposed approach is 83.1%.

Future research could explore whether the influence of the three identified factors is systemic—
affecting the broader corporate environment—or situational, depending on specific company or market
conditions. Moreover, the proposed feature selection methodology could be applied to other classification
algorithms and datasets to assess its generalizability and robustness. Overall, this study contributes to the
field by presenting a feature selection approach that not only enhances model performance but also prioritizes
interpretability and insight into the underlying causes of corporate bankruptcy.
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