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 Alterations in the bone marrow changes lumbar vertebrae (BMCLVB) are 

considered important markers of chronic low back pain severity, particularly 

among patients with coexisting conditions like osteoporosis or cancer. 

Realizing these associations informs healthcare and insurance frameworks 

but also supports early intrusion planning for high-risk populations. This 

study aims to classification (BMCLVB) as normal or abnormal used 

magnetic resonance imaging (MRI) with machine learning (ML) model. A 

novel dataset comprising 1,018 BMCLVB MRI images was utilized to 

extract deep features via a pre-trained ConvNeXt-XLarge model. These 

features were then classified using different types in individual and ensemble 

ML algorithms. To ensure a comprehensive performance evaluation, all 

models were tested using accuracy, precision, recall, and F1-score. The 

combination of ConvNeXt-XLarge and logistic regression (LR) achieved a 

classification accuracy 93.14%, precision 93.22%, recall 94.83%, and F1-

score 94.02%. These results highlight that the proposed model provides a 

fast and cost-efficient solution supporting the diagnosis of BMCLVB and 

potential to significantly improve clinical decision-making and patient care 

outcomes. 
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1. INTRODUCTION 

Magnetic resonance imaging (MRI) of spine is frequently performed patients with low back pain 

because it allows direct visualization of the vertebral column, spinal cord and nerves, and adjacent soft 

tissues. Disc abnormalities such as bulges or herniations ability compress surrounding nerves, may result in 

paresthesia of the legs and on advanced cases, neuropathic injury accompanied by lower limb weakness. MRI 

provides without surgery evaluate bone marrow through detection of shifts in water and fat levels, which are 

indicative of pathological changes because of its superior sensitivity to fat content and comparatively minor 

influence from other factors mineralized tissue on the MRI signal [1]. Initial applications of artificial 

intelligence (AI) in spinal evaluations have shown significant value in identifying localized abnormalities. 

For example, some models have been known to detect early signs associated with compressive myelopathy 

and demyelinating spinal lesions not easily seen on regular MRI for clinicians or researchers less familiar 

with AI, some terminology in this field may be unfamiliar. However machine learning (ML) and deep 

learning (DL) approaches explain distinct concepts, both were often erroneously apply interchangeably [2]. 

https://creativecommons.org/licenses/by-sa/4.0/
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This can result from mistakes about specific capabilities and applications of these technologies in medical 

imaging [3]. There are available AI algorithms in spine imaging that are important for picture quality 

enhancement evaluation, automatic labeling of vertebral level, spine lesion localization, as well as 

segmentation and characterization [4]. There is growing evidence pointing to the utilization on techniques for 

comprehending nature of the spine lesion, as well as indicating that the picture characteristics that may be 

useful for both lesion identification and classification have solid potential to be identified by these methods. 

There are two most commonly utilized ML approaches, which consist of feature analysis with radiomics and 

convolutional neural networks (CNNs), respectively. Radiomics entails deriving several predefined facets for 

developing related datasets used in training DL algorithms for image categorization [5]. However, as for the 

disadvantage, this method is fully based on the allowance of the radiologist or clinician for selecting features, 

and this severely affects the precision of the algorithm [6]. Consequently, machine and DL strategies are 

capable of identifying pertinent imaging features relevant to classification on their own and there is no need 

for the feature selection process. This typically entails the use of CNNs, which the studies show improve the 

accuracy in identification of lesions, their delineation, and assessment of tumor responses to treatment in 

cancer imaging [7]-[9]. The classification of bone marrow alterations in lumbar vertebrae (BMCLVB) is a 

decisive but complex assignment through the areas of attention in medical imaging. Therefore, the purpose in 

this review is to supply a concise and focused overview of the ML applications in spinal oncology imaging, 

which include radiomics and CNN. Furthermore, the development and evaluation of models for this task 

remain challenging, largely due to the absence of a dedicated in public available dataset. Creating this dataset 

signifies a major milestone in employing DL approaches techniques to (BMCLVB). 

Our research makes the following novel contributions: 

− We collected and curated a unique dataset comprising 1,018 MRI images from 134 patients, specifically 

targeting BMCLVB. To our knowledge, this is the first dedicated dataset of this scale for BMCLVB 

classification. 

− Unlike previous studies that first applied the CNNs or radiomics-based feature engineering, we leverage 

the state-of-the-art ConvNeXt XLarge architecture to automatically extract 4,096-dimensional feature 

vectors and hierarchical representations of lumbar bone marrow patterns. 

− We experiment evaluated nine ML classifiers involving K-nearest neighbors (KNN), support vector 

machine (SVM), decision trees (DT), multiple perceptron (MLP), random forest (RF), histogram-based 

gradient boosting (HGB), adaptive boosting (AdaBoost), passive aggressive (PA), and logistic regression 

(LR), extracted features and this inclusive comparison demonstrates the performance of combining 

ConvNeXt features with classical ML demonstrated several existing approach in terms of accuracy and 

robustness. 

− The strengths and weaknesses of (BMCLVB) classifiers are best revealed through a comprehensive 

evaluation based on accuracy, precision, recall, F1-score, and confusion matrices. 

 

 

2. PREVIOUS WORKS 

The implementation for ML/DL approaches in spinal imaging have developed in recent years with 

promising results in areas such as disc degeneration, spondylolisthesis, and spinal cord compression. 

Nevertheless, a significant gap in automated diagnostic evidence BMCLVB leaving a critical gap in 

automated diagnostic support to detect diagnosis. In the field of radiomics analysis to predict the risk of bone 

metastasis in various studies [10]. Lim et al. [11] evaluated whether this approach may improve radiologists' 

performance in follow-up research. Eight radiologists' performance was assessed by the authors both and 

without DL model support. They discovered that DL model help resulted in considerable time reductions 

(76–203 s and p<0.001), with in-training radiologists benefiting the most. When compared to the baseline, 

readers who received DL assistance performed better or similarly. This study by Xie et al. [12] applied a 

merger models optimized MedSAM a radiomics-enhanced framework for automatic Pfirrmann classification 

of cervical disc degeneration. Trained on sagittal T1 and T2-weighted images, the model yielded an area 

under the receiver operating characteristic (ROC) curve of 95.00%, an accuracy of 89.51%, precision of 

87.07%, recall of 98.83%, and F1-score of 93.00% in the test evaluation. Lin et al. [13] proposed an attention 

U-Net framework, defining spinal inflammation by the presence of active inflammatory lesions on the STIR 

sequence. The model was tested on MRI images and gave an area under the curve (AUC) of 87.00%, a 

sensitivity of 80.00%, and a specificity of 88.00%. The deep neural network offers the potential to broaden 

the use of spinal MRI for treating axSpA. The extra trees classify is the most effective for classification in 

this study [14], comprising a diverse set of ML models such as DT models, SVMs, and neural networks. The 

models show that ML models are successful in identifying IVD disease, with accuracy and precision reaching 

up to 90.83% and 91.86%, respectively. Trinh et al. [15] developed computer-aided diagnostic (CAD) called 

LumbarNet assesses the effectiveness of model in automatic identifying, spondylolisthesis from lumbar x-
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ray. The model's accuracy in detecting vertebral slip was 88.83%. We find that LumbarNet performed better 

than U-Net, a popular technique for segmenting medical images, and may be a trustworthy way to detect 

spondylolisthesis. The DL-based technique capable of detecting cervical spinal cord compression using MRI 

data was developed and validated in this work [16], the resulted in an overall achieving 94.00% AUC, 

88.00% sensitivity, 89.00% specificity, and 82.00% F1-score. The accuracy and efficiency of interpreting 

MRI images of the cervical spine may be enhanced by this approach. In this work [17] proposed to facilitate 

rapid automated and also objective diagnosis the evaluated models, VGG16 yielded the highest classification 

accuracy for LSS at 87.70%. There is a noticeable gap in reference to recent benchmarking studies involving 

ConvNeXtXLarge in spinal imaging classify and the increasing role of transformer architectures in medical 

image analysis. These emerging models have explained important promises in MRI classification often 

outperforming traditional CNN-based architectures in various domains, including spinal imaging. Integrating 

such models could further enhance the diagnostic performance of spinal imaging systems. Table 1 we 

obtained these summaries of previous research. Moreover, most current research does not involve datasets 

devoted to BMCLVB to publicly available, which limits reproducibility and further development. Compared 

to these earlier efforts, our study contributes a novel, dedicated MRI dataset of BMCLVB cases, leverages 

ConvNeXt XLarge used feature extraction and systematically evaluates multiple ML models classification. 

This methodology helps solve the problem of insufficient studies that directly focus on BMCLVB and proves 

the possibility of applying such practices to clinical decision support systems. 

 

 

Table 1. Overview of existing ML and DL approaches for spinal image analysis 
No. Year Dataset Technique Application Performance (%) Weakness 

[12] 2024 MAGNETOM Skyra from 

siemens (Germany) and 
discovery 750 w from GE 

(United States) 

Fine-tuned 

MedSAM 

MRI image 

segmentation for 
spinal region 

analysis 

AUC=95.00; 

accuracy=89.51; 
precision=87.07; 

recall=98.83; and  

F1-score=93.00 

Focused only on 

segmentation; not 
evaluated for 

classification; no 

BMCLVB-specific 
data 

[13] 2024 Achieva; Philips 

Healthcare, Best, the 
Netherlands 

DL with 

attention 
UNet 

Spinal cord lesion 

segmentation in 
MRI 

AUC=87.00; 

sensitivity=80.00; and 
specificity=88.00. 

No classification task; 

no transformer-based 
model comparison 

[14] 2025 Kaggle Biomechanical 

features of orthopedic 
patients 

DT, SVM, 

and NN 

Classification of 

normal vs. 
abnormal spine 

biomechanics 

Accuracy=90.83 and 

precision=91.86 

Does not address 

marrow lesions; 
dataset not specific to 

lumbar vertebrae 

[15] 2022 Industrial Technology 
Research Institute (ITRI), 

in collaboration with 

Taipei Medical University 
Hospital (TMUH) 

LumbarNet 
U-Net 

Lumbar spine 
segmentation in 

MRI for clinical 

diagnosis 

Accuracy=88.83 Limited to 
segmentation; no 

radiomics or DL 

classifier 
benchmarking 

[16] 2021 AO Spine Cervical 

Spondylotic Myelopathy 
North America (CSM-

NA) trial 

(ClinicalTrials.gov: 
NCT00285337) 

CNNs Diagnosis of 

cervical 
spondylotic 

myelopathy 

AUC=94.00; 

sensitivity=88.00; 
specificity=89.00; and 

F1-score=82.00 

Targets cervical spine 

only; no feature 
extraction or ML 

comparison 

[17] 2023 Lumbar spinal stenosis 

(LSS) 

LSS-

VGG16 

Detection and 

classification of 
lumbar spinal 

stenosis 

Accuracy=87.70 No deep feature 

extraction; lacks 
benchmarking with 

newer architectures 

 

 

3. PROPOSED MODEL 

The central goal of this research is to create a novel MRI dataset (BMCLVB) that facilitates the 

design of hybrid ML models. The experimentation includes successive stages of model training and 

validation as shown in Figure 1. 

 

3.1.  Collected dataset (BMCLVB) 

The 1,018 MRI images from 134 patients who were assessed for bone marrow changes at Al-Kafeel 

Super Specialty Hospital (KSSH) in Iraq between April 10, 2022, and September 2, 2023, make up the 

BMCLVB dataset. T1-weighted, T2-weighted, and fat-suppressed sequences were all part of the MRI 

procedure and they were all obtained at a resolution of 256×256 pixels and a slice thickness of 5 mm. Table 2 

summarizes the distribution of images by class. 
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Figure 1. The flowchart of the proposed approach 
 
 

Table 2. Class distribution of the BMCLVB MRI dataset (normal vs. abnormal) 
Class Number of images 

Abnormal 560 

Normal 458 
Total 1018 

 

 

The images were saved in DICOM format and anonymised for processing. The patients' ages ranged 

from 18 to 80 years. The study followed institutional review board (IRB) procedures and ethical standards 

outlined in the Declaration of Helsinki for studies involving participants. According to the study's findings, 

BMCLVB is diagnosed using clinical signs and symptoms, blood testing, MRI scans bone inspections. The 

conventional therapy includes long-term antibiotic or antifungal medication and, in certain circumstances, 

surgery to empty the abscess or remove the injured bone. Figure 2 presents examples of abnormal and normal 

MRI images of BMCLVB included in the dataset. 
 

 

 
 

Figure 2. BMCLVB, abnormal, and normal MRI image 
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3.2.  Pre-processing and resize images 

The radiological images export were about 527 KB in size and formatted in DICOM with image 

dimensions of 512×512 pixels. To improve patient confidentiality and compatibility with most programming 

standard libraries, the images were converted to JPG format, resulting in a file size of (92) KB. The dataset is 

normalized across resizes and attributes, and all photos are scaled to 224×224. In this preprocess step ensures 

this all image inputs maintain uniform size and characteristics thereby aid consistent feature extraction in 

subsequent analysis. 

 

3.3.  Dataset split 

The training and testing portions of the dataset were separated. The model was developed using the 

training data, and an invisible testing set was employed to evaluate its accuracy, followed by performance 

assessment on an independent test dataset. We split the dataset (1,018 instances) into two subsets: 80% 

(cases) for training and 20% (204), which were not subjected to training or testing and were used to evaluate 

the models' overall performance. 

 

3.4.  Feature extraction using ConvNeXt XLarge 

The ConvNeXt XLarge network architecture used in this study is multiple convolutional layers 

make for a deep CNN, enabling powerful analysis of imaging data. In a given input images of three channels 

to form a 224×224×3 input, this network can undergo feature extraction as well as hierarchal representation 

learning. The last steps reveal another important stage that includes normalization of the layers, which is 

mandatory for stabilizing the training process and the convergence phase. Here, the output dimensions are 

(7,7, 4096), where it looks like the spatial dimensions are a lot smaller while the feature depth is quite large. 

This is possible because the 4,096 channels capture the various features within the images and the patterns 

and semantic information related to them are fully captured. The final layers enable the model to learn 

discriminative patterns, making ConvNeXt XLarge highly suitable for complex image recognition tasks, 

including medical imaging applications like MRI classification. 

 

3.5.  Machine learning model 

In this section, nine several ML techniques were used classification spinal status (normal or 

abnormal) based extracted features from the dataset. The chosen algorithms include a mix of linear and non-

linear classifiers, tree-based methods, ensemble techniques, and neural network-based models. These 

algorithms were select on provided comprehensive performance comparison across different learning. Given 

the limited number of instances dataset (1,018 in total) an 80:20 split was applied to create the training and 

testing sets, respectively. 

 

3.5.1. K-nearest neighbors 

KNN is a popular and successful classification method that divides data according to a specified 

distance metric in the feature space. The classification is based on how close a sample is to its KNN. A 

majority vote among these neighbors determines the final class assignment [18]. 

 

3.5.2. Support vector machine 

The SVM is a powerful supervised learning method commonly applied to both classification and 

regression problems. SVM in classification allocates unknown information into one of the given classes by 

measuring data points through the vector of n-space dimensions having the number of attributes equal to ‘n’. 

The algorithm then determines the hyperplane that determines the maximum margin separating the two 

classes or more [19]. 

 

3.5.3. Decision tree 

DT employ supervised learning algorithms which require the target variable to be predefined. They 

are particularly effective for exploratory tasks such as classification as they can model a wide range of 

functional forms and can approximate any functional form, thus supporting both continuous and categorical 

input/output types. The fundamental principle of the algorithm is to recursively partition the dataset into two 

or more homogeneous groups, based on the feature or input variable that offers the greatest discriminatory 

power [20]. 

 

3.5.4. Multilayer perceptron  

MLP contains multiple perceptron because it is composed of more than one. The true computational 

power of MLP exists between its input and output layers in various hidden layers, which, along with one 

hidden layer enable any continuous function approximation [21]. 
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3.5.5. Random forest 

RF is an ensemble learning technique widely used for classification, regression, and other predictive 

tasks. It functions via generating numerous DT and aggregating their results taking the majority vote for 

classification and the mean value for regression [22]. 

 

3.5.6. Histogram-based gradient boosting 

HGB is an advanced gradient boosting approach that supports classification and regression. It 

incrementally improves models to optimize differentiable loss functions and applies histogram binning to 

speed up computation [23]. 

 

3.5.7. Adaptive boosting 

AdaBoost is a ML meta-algorithm proposed by Yoav Freund and Robert Schapire. The method 

works by sequentially training multiple weak learners each focusing on the instances misclassified via their 

predecessors and the output of these weak learner is then combined of a single boosted classifier through a 

weighted voting mechanism where weights are assigned based in each learner’s accuracy [24]. 

 

3.5.8. Passive aggressive 

PA techniques are online learning techniques that remain passive for proper classification results but 

become aggressive in the case of a mistake, updating and modifying. It's appropriate for large-scale learning 

and may be utilized for binary or multiclass categorization [25]. 

 

3.5.9. Logistic regression 

LR is a method of statistics for determining the validity of a given dataset in which one or more 

explanatory factors influence the variable of interest. A metric is an ordered quantitative variable that 

indicates the consequence of meeting a dual variable with just two alternatives. It has been employed in a 

variety of sectors, including social sciences, marketing, and medicine, among others [26]. 

 

3.6.  Performance metrics 

The experiments were performed on a system with two different Ryzen 7 (5800H 3.20) GHz CPUs 

and GPUs (T4 x2 and 16 GB of RAM). According to the above flow diagram, every step took place on 

Kaggle. Evaluation was conducted using metrics outlined in (1)-(4), the classification results were assessed 

by comparing the actual results with the model outcomes. These metrics are formulated as follows, and their 

calculation is given below, the greater the value, the better model's performance. True positive (TP) stands 

for correctly classified normal samples, true negative (TN) for correctly classified BMCLVB samples, false 

positive (FP) for BMCLVB samples categorized under the normal class, and false negative (FN) for normal 

samples misclassified as BMCLVB. Normal samples are considered positive for this study, whereas 

BMCLVB samples are considered negative. 

 

𝐴𝑐𝑐𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

 

4. RESULTS AND DISCUSSION 

CNN models were trained using BMCLVB MRI scans. Following this, the models underwent 

training and testing based on the extracted features. The CNN architecture employed was ConvNeXt-XLarge, 

which generated 4096-dimensional feature vectors derived from layer normalization (the penultimate layer of 

the network). These feature vectors were subsequently used input for several ML classifiers, including KNN, 

SVM, DT, MLP, RF, HGB, AdaBoost, PA, and LR. As shown in Figure 3, LR achieved the highest 

performance on all evaluation metrics accuracy 93.14%, precision 93.22%, recall 94.83%, and an F1-score 

94.02%. The high accuracy indicates good class discrimination while the strong precision and recall suggest 

minimal false positives and an excellent ability to identify true positives and also the balanced F1-score 

further confirms LR reliability in maintaining precision and recall balance. SVM also exhibited strong 
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performance across all metrics of accuracy of 92.65%, precision of 92.44%, recall of 94.83%, F1-score of 

93.62%, making it a highly dependable classifier for BMCLVB categorization and similarly, the MLP model 

demonstrated high accuracy of 90.69%, and F1-score of 92.05, though and recall was marginally lower than 

SVM and LR. RF did about as well as KNN but not quite as well as SVM, LR, MLP, and balanced 

performance implies that it could be useful in situations where interpretability and ensemble learning are 

important. Conversely the DT exhibited the weakest performance accuracy of 73.53% and F1-score of 

76.72%, struggling with dataset complexity and capturing only simplistic patterns. AdaBoost and PA 

classifiers delivered moderate results with PA achieving accuracy of 91.67% and F1-score of 92.7%. HGB 

come out as a top contender matching LR, SVM, and MLP in performance of accuracy of 90.2%, F1-score of 

91.38% and the lastly KNN performed reasonably well accuracy of 83.82%, F1-score of 85.71% but 

remained inferior compared to the best-performing models. 

 

 

 
 

Figure 3. Performance evaluation of all models 

 

 

The confusion matrices for KNN, SVM, and DT classifiers on the BMCLVB test dataset. The 

matrices show TP, TN, FP, and FN results for each model and LR in particular, excelled in TP and TN, 

indicating reliable classification of BMCLVB cases. In contrast, the DT model has a higher number of FP 

and FN and therefore, they are more likely to misclassify. Figures 4(a)–(c) give confusion matrices of three 

ML classifiers across the BMCLVB test dataset. That is, Figure 4(a) illustrates KNN's classifier having 

moderate classification accuracy but with observed FN. Figure 4(b) presents the confusion matrix for SVM's 

classifier with good discrimination between normal and abnormal cases having very minimal 

misclassifications. Figure 4(c) shows results from the DT classifier having the worst performance with high 

false-positive and false-negative rates across all models. 

 

 

   
(a) (b) (c) 

 

Figure 4. Confusion matrices of ML methods; (a) KNN, (b) SVM, and (c) DT 
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Figures 5(a)–(c) show confusion matrices for three ensemble and neural network–based models. 

Whereas Figure 5(a) depicts the MLP classifier having good abnormal case recall though slightly lower 

precision, Figure 5(b) depicts RF outcomes having balanced results and moderate misclassification.  

Figure 5(c) depicts HGB classifier having strong classification with minimum error through both classes. 

 

 

   
(a) (b) (c) 

 

Figure 5. Confusion matrices of ML methods; (a) MLP, (b) RF, and (c) HGB 

 

 

The confusion matrices of other classifiers are provided in Figures 6(a)–(c). Figure 6(a) shows 

AdaBoost's outcomes with moderate ability and slightly high misclassification. Figure 6(b) outlines the PA 

classifier with good precision and strong recall. Figure 6(c) contains the LR model having best general 

performance with minimum false classification and most balanced results. 

 

 

   
(a) (b) (c) 

 

Figure 6. Confusion matrices of ML methods; (a) AdaBoost, (b) PA, and (c) LR 

 

 

This will essentially imply that the success rate in classification of the models will also vary from 

one class to another becouse to the variation in the numbers of images of each class. Therefore, classification 

accuracy for each class also calculated and improved classification performance as demonstrated by 

ConvNeXt XLarge+LR, directly supports clinical decision-making by enhancing diagnostic accuracy. This 

can reduce misdiagnosis in spinal imaging, especially in overburdened radiology departments. Automated 

detection tools can also assist in early intervention, especially for patients with comorbidities such as 

osteoporosis or cancer, thus streamlining care pathways. LR and SVM models outperformed others likely due 

to their robustness in high-dimensional, structured feature spaces, which align well with ConvNeXt XLarge 

dense features. Conversely, DT underperformed due to its sensitivity to noise and lack of regularization, 

which limits its ability to generalize in complex medical imaging data. Table 3 illustrates the general 

classification performance of the models studied and the classification success of each class, respectively. 

This study is subject to certain limitations: i) the dataset size, although novel and sizable in 

BMCLVB context, remains limited for broader generalization; ii) the lack of external validation may 

introduce dataset-specific bias, and iii) absence of data augmentation might have restricted model 

generalizability. Future work will address these issues by incorporating external datasets, more sophisticated 

augmentation, and transfer learning. 

 

 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Hybrid DL and ML approach for MRI-based classification of bone marrow … (Yasir Hussein Shakir) 

4009 

Table 3. Performance comparison of ML BMCLVB classes 
Method Class Precision Recall F1-score Support Average accuracy 

KNN Normal 0.81 0.82 0.81 88  

 Abnormal 0.86 0.85 0.86 116 0.84 

SVM Normal 0.93 0.90 0.91 88  
 Abnormal 0.92 0.95 0.94 116 0.92 
DT Normal 0.69 0.69 0.69 88  

 Abnormal 0.77 0.77 0.77 116 0.73 

MLP Normal 0.93 0.85 0.89 88  

 Abnormal 0.89 0.95 0.92 116 0.91 

RF Normal 0.85 0.75 0.80 88  
 Abnormal 0.83 0.90 0.86 116 0.84 
HGB Normal 0.89 0.89 0.89 88  

 Abnormal 0.91 0.91 0.91 116 0.90 

AdaBoost Normal 0.74 0.72 0.73 88  

 Abnormal 0.79 0.81 0.80 116 0.77 

PA Normal 0.91 0.90 0.90 88  
 Abnormal 0.92 0.93 0.93 116 0.92 

LR Normal 0.93 0.91 0.92 88  

 Abnormal 0.93 0.95 0.94 116 0.94 

 

 

Another startling problem with the same is that MRIs often identify 75–80% of spinal cord damage. 

Research in the Journal of Neurotrauma highlights the essential need for MRI in evaluating acute spinal cord 

injury (SCI). This emphasizes how important MRI is for a prompt and precise diagnosis of SCI [27], [28]. 

The length of diagnosis is another significant component of the study that adds to the body of knowledge. 

Our study accomplishes its objective by cutting down on the amount of time radiology professionals require 

to diagnose patients. Our research demonstrates that the proposed approach effectively reduces the time 

required for radiology professionals to diagnose patients. Throughout this research, we have emphasized that 

our primary goal is to develop systems that support clinicians in improving diagnostic accuracy and 

efficiency. Experimental results demonstrate that the intensity of persistent low back pain is strongly 

correlated with with BMCLVB, articularly in patients with comorbidities such as cancer, and osteoporosis, 

and in high-demand clinical settings, radiologists may miss subtle indicators due to workload pressures and 

fatigue. As summarized in Table 4, our results highlight strong performance of the propos model on 

addressing these challenges. 

 

 

Table 4. Comparison of detection performance with previous ML and DL studies 
No. Year Technique Performance (%) 

[12] 2024 Fine-tuned MedSAM AUC=95.00; accuracy=89.51; precision=87.07; recall=98.83; and  
F1-score=93.00. 

[13] 2024 DL with attention UNet AUC=87.00; sensitivity=80.00; and specificity=88.00. 

[14] 2025 DT, SVM, and neural networks Accuracy=90.83 and precision=91.86. 
[15] 2022 LumbarNet U-Net Accuracy=88.83. 

[16] 2021 CNNs AUC=94.00; sensitivity=88.00; specificity=89.00; and F1-score=82.00. 
[17] 2023 LSS-VGG16 Accuracy=87.70. 

Our study 2025 ConvNeXtXLarge-LR Accuracy=93.14; precision=93.22; recall=94.83; and F1-score=94.02. 

 

 

5. CONCLUSION 

In conclusion, this study demonstrates the potential of MRI-based classify of BMCLVB and 

explains that such changes can be effectively identified by application of ML techniques. By combining 

ConvNeXt XLarge for feature extraction with LR classifiers our approach achieved best performance across 

all evaluation metrics. The results highlight the potential of this hybrid methodology to improve diagnostic 

accuracy and accelerate clinical decision-making to support early detection of BMCLVB related conditions. 

Accurate classification of bone marrow change is critical for diagnosing a range of diseases, including 

degenerative disc disease, infections, and neoplasms. The proposed model provides a dependable and cost 

effective that can assist clinicians in treatment planning and monitoring disease progression. The powerful 

performance of our system shown and feasibility for merging into clinical workflows offering valuable 

findings derived from MRI. Automated classification tools like our approach have the potential to enhance 

efficiency reduce diagnostic minimize and improve patient results. our findings highlight the potential of 

ML-based techniques to medical imaging interpretation with implications for better diagnosis, planning of 

therapy, and patient results in lumbar vertebrae pathology. Further study and collaboration are required to 

realize the full potential of these strategies in clinical practice. Many possible avenues for further study were 

offered including tests utilizing different DL techniques. 
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