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 The majority of people in the world directly or indirectly depend on 

agriculture. Plant diseases are a significant threat to agricultural production 

and food security. Due to its high nutritional value, citrus fruit is one of the 

most abundant fruits in the world. However, different diseases are 

responsible for degraded citrus production as well as financial losses to the 

farmers. Traditionally, visual observation by experts has been attended to 

diagnose plant diseases. Usually, plant leaf disease recognition methods 

mainly rely on expert experiences to manually extract the colour, 

composition, and other features of diseased leaf images. Black spot, 

greening, canker, and melanoses are four common citrus leaf diseases. Rapid 

and accurate diagnosis of these diseases is a demand of time. Deep learning 

is a promising solution to these problems. There are different types of deep 

learning architecture like ImageNet, GoogleNet, VGG16, ResNet50, and 

InceptionV3, which show promising results in different object detection. 

Though most of these benchmark models give almost similar accuracy. 

However, this paper uses two deep learning models to find the better ones 

for the detection of citrus leaf disease detection. Hence, InceptionV3 

outperforms VGG16 in terms of accuracy. 

Keywords: 

Deep learning 

GoogleNet 

ImageNet 

InceptionV3 

VGG16 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Sk. Fahmida Islam 

Department of Computer Science and Engineering, Jahangirnagar University 

Savar, Dhaka-1342, Bangladesh 

Email: jharna.nuhaid@gmail.com 

 

 

1. INTRODUCTION 

Agriculture research focuses on upsurging food production and eminence while dropping costs and 

increasing profits. In any state’s economic development, fruit trees play a significant role. The citrus plant, 

high in vitamin C and commonly utilized in the Indian sub-continent, is one of the most familiar fruit plant 

species in the citrus family [1]. Citrus fruits and leaves are used to produce jams, candies, confectionery, and 

other agri-products that are beneficial to human health [2]. It was anticipated that Bangladesh would make 

1.67 million tons of citrus in 2020 [3]. 

Black spots, cankers, scabs, and melanoses are just a few diseases that can plague citrus fruits. 

Citrus fruit defects cause a significant percentage of quality exports to be rejected each year. This means that 

early detection of citrus diseases can reduce losses and expenses while also enhancing the quality of the 

finished goods. However, the disease diagnosis process by humans is subjective, error-prone, slow, and 

costly. There will also be new diseases where no local specialist is available to deal with them [4]. An 

automated system is therefore urgently required. Automatic crop scanning has been made easier by the 

introduction of specialized equipment and computer-aided approaches [4]. Conventional machine learning 

algorithms have been successful for plant disease detection and diagnosis, but they are confined to sequential 

image processing tasks. 

https://creativecommons.org/licenses/by-sa/4.0/
mailto:jharna.nuhaid@gmail.com


   ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 13, No. 4, August 2024: 2643-2649 

2644 

On the other hand, deep learning can automatically learn the hierarchical aspects of diseases, 

reducing the need to develop feature extraction and classification manually. More and more farmers and food 

producers are getting benefits from advances in deep learning techniques, such as identifying plant diseases 

[5]. A convolutional neural network model based on the latest scientific research is being presented to 

classify citrus diseases into four distinct groups: black spot, canker, scab, and melanoses. The symptoms of 

the diseased leaves and the images of four diseases are given in Table 1 with the content source. 

  

 

Table 1. The symptoms of citrus leaf diseases 
Source Symptoms of the diseases Image of the diseased leaves 

Citrus black spot 

https://www.citrus.com/citrus-tree-care/pests-

diseases/ 

Citrus black spot is a disease caused by 

the fungal infection of guignardia 

citricarpa.  

 
   

Citrus melanoses 

https://www.gardeningknowhow.com/edible/f

ruits/citrus/citrus-melanose-fungus.htm 

Symptoms of citrus melanosis can be 

seen most clearly on leaves and fruit. 

The leaves develop small red-to-brown 
spots.  

 
   

Citrus greening 

https://crec.ifas.ufl.edu/hlb-information/green

ing/ 

Huanglongbing (HLB; citrus greening) 

is thought to be caused by the bacterium 

candidatus liberibacter asiaticus. The 
early symptoms of HLB on leaves are 

vein yellowing and asymmetrical 

chlorosis referred to as “blotchy mottle”.  

 
   

Citrus canker 

https://idtools.org/id/citrus/diseases/factsheet.

php?name=Citrus%20canker 

Citrus canker lesions on the underside of 

a leaf typically range from 2 to 10 

millimeters in diameter and have 
elevated concentric circles.  

 

 

 

The contributions of the study are as: 

− This work presents VGG16 and InceptionV3 deep learning models for classifying diseases, such as 

black spot, canker, scab, and melanoses in citrus leaves. 

− InceptionV3 gives a better performance than the VGG 16.  

− The proposed method is automated, computationally efficient, and cost-effective to preserve the 

ecological and economic relevance of citrus plants and their yields. 

The remainder of the research is structured as follows. The review of the literature is described in 

section 2. Section 3 explains the materials and methods. Section 4 presents and discusses the findings. 

Section 5 brings the research to a conclusion. 

 

 

2. LITERATURE REVIEW 

A brief description of the existing deep learning leaf disease identification approaches along with 

their merits and demerits are summarized in Table 2. From this literature review, we observe that there are 

scopes for accuracy enhancement and in-depth validation experimentation using extensive datasets. The 

present paper works on addressing these issues. 
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Table 2. A brief description of the existing state-of-the-art methods 
Reference Methods/architecture Fruit/crop name Accuracy Limitations of the study 

Moyazzoma et al. [6] MobileNetV2 Cucumber 90.38 Give poor performance for unseen data 
Singh et al. [7] MCNN Mango 97.13 Anthracnose/the missing report rate of 

2.87% 

Agarwal et al. [8] EfficientNet Apple, cherry, 
and potato 

99.7 Plant diversity in the dataset is needed 

Joshi et al. [9] CNN Vigna mungo 97.4 The model is not fully adaptable in real-time 

experiments 
El-Maged et al. [10] VGG16, CNN Apple, cherry, 

potato 

98.67 Don’t explain the severity 

Jasim and Tuwaijari [11] CNN Potato, tomato 
pepper 

98.29 Multiple techniques are not used 

Prakash et al. [12] SVM Citrus leaf - The number of images in the dataset is too 

few 
Mohanty et al. [13] AlexNet, GoogleNet Strawberry, 

tomato, and 

potato 

99.35 It has an over-fitting problem. 

Accuracy is different for different crops 

Lee et al. [14] VGG16, 

InceptionV3, 

GoogleNet 

Cherry, apple, 

tomato, and 

grape 

- Diversity is needed in the dataset 

Thangaraj et al. [15] - Tomato 99.18 Severity is not counted in this study 

Hasan et al. [16] CNN Different types 
of crops 

99.56 Accuracy decreases in real-time conditions 

Kathiresan et al. [17] - Rice 98.79 The quality of some images in the dataset is 

poor 
Arafath et al. [18] VGG16, MobileNet, 

InceptionV3 

Tomato 91.2 Plant village/small number of images are 

picked from the dataset 

Saleem et al. [19] - - 99.81 More time is needed in each epoch 
Ireri et al. [20] SVM Tomato - Accuracy decreases as the no. of grading 

categories are increased 

Ghoury et al. [21] Fastest R-CNN Grape 99 Images in the dataset contain noise gives 
poor classification 

Ramya and Jeevitha [22] - Plant species - A high-capacity cell phone is needed 

Tahir et al. [23] InceptionV3 Apple 97 Diversity in data is less available 
Hassan and Maji [24] VGG with Xgboost Corn, potato, 

and tomato 

97.36 The model is not good for lightweight 

devices 

Saini et al. [1] CNN, deep learning Citrus leaf 95.65 The single dataset is considered, with only 
213 images in the dataset 

Janarthan et al. [25] - Citrus leaf 95.04 Heavy weight for lightweight devices 

Rauf et al. [26] - Citrus leaf - Only a single dataset is used 
Xing and Lee [27] VGG19 Citrus leaf 95.01 Too bulky model, ill-suited for small dataset 

Xing et al. [28] DenseNet Citrus pest  The size of the image is too large 

Kukreja and Dhiman [29] SGD Citrus leaf 89.1 Fewer numbers of images in the dataset 
Zheng et al. [30] YoloV4 Citrus leaf 91.55 Manual labelling is needed 

Qadri et al. [31] MLP, RF Citrus leaf 98.4 The disease is not detected. 

Majid et al. [32] - Blueberry, 
apple, peach 

99 Plant village/computational time is very 
high 

Chen et al. [33] VGG16, ImageNet Rice, maize 92 The size of the model is heavyweight 

Altinbilek and Kizil [34] CNN Rice 95.48 Dataset needs manual labelling 
Chen et al. [35] ImageNet Rice 98.63 The model is heavyweight 

 

 

3. METHODS AND MATERIALS 

This section presents the methods and materials used in this research and the collected citrus 

diseased leaf images datasets as well as data augmentation. 
 

3.1.  Image acquisition 

All phases of image analysis research necessitate data from training algorithms to evaluate their 

performance. From the citrus dataset [26] and the plant village dataset [36], a total of 1067 images were used. 

Images of sick citrus leaves were separated into four groups, each depicting a different disease. The disorders 

we researched include black spot, canker, scab greening, and melanosis (shown in Table 1). We used 80% of 

the data as training and 20% as testing. The environment used for the experiment is Google CoLab. 
 

3.2.  Image augmentation 

Data augmentation in data analysis is the technique to increase the amount of data and is closely 

related to oversampling in data analysis [37], [38]. We use different augmentation techniques such as 

flipping, rotating, zooming, cropping, and colour varies. Table 3 shows the detailed picture of our 

investigated citrus disease dataset [27], [36]. 
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Table 3. Description of the citrus disease dataset 
Name of the disease Number of images Number of images after augmentation 

Black spot 291 1000 
Greening 310 1000 

Canker 268 1000 

Melanose 148 1640 
Total 1017 4640 

 

 

3.3.  Proposed approach 

The overall framework of the proposed method is given in Figure 1. We investigated two deep 

learning models: VGG16 and InceptionV3 using an Adam optimizer with a starting learning rate of 0.0001. 

The architecture of these benchmark deep neural models is shown in Table 4. 
 

 

 
 

Figure 1. The framework of the proposed system 
 
 

Table 4. Architectures of VGG16 and InceptionV3 
 VGG16 InceptionV3 

Input size 224×224 227×227 
Convolutional layer 13 21 

Filter size 3 1,3,5,7 

Stride 1,2 1,2 
Parameter 16817478 23×106 

Fully-connected layer 3 1 

 

 

4. RESULTS AND DISCUSSION 

Accuracy indicates the percentage (%) of total data correctly identified by the classifier. Precision is 

the percentage of total anticipated positive data that were positives as determined by the classifier. The recall is 

the percentage of all positive data that the classifier correctly identified as positive. F1-score is the harmonic 

mean of precision and recall [39]. Mathematical representations of these metrics are shown in (1) to (4): 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (%) =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 (%) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 (%) = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙
× 100 (4) 

 

where true positive (TP) is the model predicts the correct sample as correct; true negative (TN) is the model 

predicts the incorrect sample as incorrect; false positive (FP) is the model predicts the incorrect sample as 

correct; and false negative (FN) is the model predicts the correct sample as incorrect. The class-wise TP, TN, 

FP, and FN are determined by using (5) to (8): 
 

𝑇𝑃𝑖 = 𝑐𝑖𝑖 (5) 

 

𝑇𝑁𝑖 = ∑ ∑ 𝑐𝑗𝑘
𝑛
𝑗=1,𝑗≠𝑖

𝑛
𝑘=1,𝑘≠𝑖  (6) 

 

𝐹𝑃𝑖 = ∑ 𝑐𝑗𝑖
𝑛
𝑗=1,𝑗≠𝑖  (7) 

 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Citrus leaf disease detection through deep learning approach (Sk. Fahmida Islam) 

2647 

𝐹𝑁𝑖 = ∑ 𝑐𝑖𝑗
𝑛
𝑗=1,𝑗≠𝑖  (8) 

 

where i is the class and n is the total number of fruit classes. Here, Cjk is the component of the confusion 

matrix, j and k are the row and column of the confusion matrix [39]. 

Figures 2 and 3 show the confusion matrices of our investigated VGG16 and InceptionV3 models. 

Table 5 shows the accuracy, precision, recall, and F1-score of VGG16 and InceptionV3 models for all 

disease categories. This table confirms that InceptionV3 outperforms VGG16. In Table 6, we have compared 

the accuracy performance of our model with other related methods. Our model shows the best accuracy. 
 
 

 
 

Figure 2. Confusion matrix of VGG16 model 
 

 

 
 

Figure 3. Confusion matrix of InceptionV3 model 
 

 

Table 5. Comparative result of VGG16 and InceptionV3 models 

Diseases 
VGG16 InceptionV3 

Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy 

Black spot 0.97 0.94 0.95 0.98 1.00 0.98 0.99 1.00 
Greening 0.98 0.97 0.97 0.98 0.97 0.99 0.98 0.99 

Canker 0.98 0.99 0.99 0.99 0.99 1.00 1.00 0.99 

Melanoses 0.96 0.98 0.97 0.98 1.00 0.99 1.00 0.99 

 
  

Table 6. Performance comparison with the other methods 
Reference Methods Accuracy (%) 

Xing et al. [28] CNN, deep learning 95.65 
Kukreja and Dhiman [29] CNN 95.04 

Zheng et al. [30] Machine learning - 

Qadri et al. [31] VGG19 95.01 
Majid et al. [32] DenseNet - 

Chen et al. [33] SGD 89.1 

Altinbilek and Kizil [34] YoloV4 91.55 
Hughes and Salathe [36] MLP, RF 98.4 

Our model InceptionV3 99 

 

 

5. CONCLUSION 

This research proposes a method for detecting four common types of citrus leaf diseases using two 

deep CNN models VGG16 and InceptionV3 utilizing transfer learning for better accuracy. Extensive 

experimentation was performed using two datasets. The VGG16 model exhibits 98% accuracy, whereas the 

InceptionV3 model exhibits 99% accuracy. Hence, InceptionV3 outperforms VGG16 in terms of accuracy. A 

comparison with the related methods confirms the effectiveness of InceptionV3 for citrus leaf-disease 

detection. In the future, we will work on the implementation of a real-time plant disease detection system in a 

mobile framework. 

 

 

REFERENCES 
[1] A. K. Saini, R. Bhatnagar, and D. K. Srivastava, “AI based automatic detection of citrus fruit and leaves diseases using deep 

neural network model,” Journal of Discrete Mathematical Sciences and Cryptography, vol. 24, no. 8, pp. 2181–2193, 2021, doi: 

10.1080/09720529.2021.2011095. 

[2] L. L. D. R. Osorio, E. Flórez-López, and C. D. Grande-Tovar, “The potential of selected agri-food loss and waste to contribute to 



   ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 13, No. 4, August 2024: 2643-2649 

2648 

a circular economy: Applications in the food, cosmetic and pharmaceutical industries,” Molecules, vol. 26, no. 2, p. 515, 2021, 

doi: 10.3390/molecules26020515. 
[3] F. A. O. Faostat, “Agriculture Crop Production,” vol. 3, p. 36, 2015. 

[4] G. Wang, Y. Sun, and J. Wang, “Automatic Image-Based Plant Disease Severity Estimation Using Deep Learning,” 

Computational Intelligence and Neuroscience, vol. 2017, pp. 1–8, 2017, doi: 10.1155/2017/2917536. 
[5] M. Ji, L. Zhang, and Q. Wu, “Automatic grape leaf diseases identification via UnitedModel based on multiple convolutional 

neural networks,” Information Processing in Agriculture, vol. 7, no. 3, pp. 418–426, 2020, doi: 10.1016/j.inpa.2019.10.003. 

[6] R. Moyazzoma, M. A. A. Hossain, M. H. Anuz, and A. Sattar, “Transfer Learning Approach for Plant Leaf Disease Detection 
Using CNN with Pre-Trained Feature Extraction Method Mobilnetv2,” International Conference on Robotics, Electrical, and 

Signal Processing Techniques, pp. 526–529, 2021, doi: 10.1109/ICREST51555.2021.9331214. 

[7] U. P. Singh, S. S. Chouhan, S. Jain, and S. Jain, “Multilayer Convolution Neural Network for the Classification of Mango Leaves 
Infected by Anthracnose Disease,” IEEE Access, vol. 7, pp. 43721–43729, 2019, doi: 10.1109/ACCESS.2019.2907383. 

[8] D. Agarwal, M. Chawla, and N. Tiwari, “Plant Leaf Disease Classification using Deep Learning: A Survey,” Proceedings of the 

3rd International Conference on Inventive Research in Computing Applications, vol. 61, pp. 643–650, 2021, doi: 
10.1109/ICIRCA51532.2021.9544640. 

[9] R. C. Joshi, M. Kaushik, M. K. Dutta, A. Srivastava, and N. Choudhary, “VirLeafNet: Automatic analysis and viral disease 

diagnosis using deep-learning in Vigna mungo plant,” Ecological Informatics, vol. 61, p. 101197, 2021, doi: 
10.1016/j.ecoinf.2020.101197. 

[10] L. M. A. El-Maged, A. Darwis, and A. E. Hassanien, “Artificial Intelligence-Based Plant’s Diseases Classification,” Proceedings 

of the International Conference on Artificial Intelligence and Computer Vision, pp. 3–15, 2020. 
[11] M. A. Jasim and J. M. Al-Tuwaijari, “Plant Leaf Diseases Detection and Classification Using Image Processing and Deep 

Learning Techniques,” Proceedings of the 2020 International Conference on Computer Science and Software Engineering, pp. 

259–265, 2020, doi: 10.1109/CSASE48920.2020.9142097. 
[12] R. M. Prakash, G. P. Saraswathy, G. Ramalakshmi, K. H. Mangaleswari, and T. Kaviya, “Detection of leaf diseases and 

classification using digital image processing,” Proceedings of 2017 International Conference on Innovations in Information, 
Embedded and Communication Systems, vol. 2018-Janua, pp. 1–4, 2017, doi: 10.1109/ICIIECS.2017.8275915. 

[13] S. P. Mohanty, D. P. Hughes, and M. Salathé, “Using deep learning for image-based plant disease detection,” Frontiers in Plant 

Science, vol. 7, no. September, p. 7, 2016, doi: 10.3389/fpls.2016.01419. 
[14] S. H. Lee, H. Goëau, P. Bonnet, and A. Joly, “New perspectives on plant disease characterization based on deep learning,” 

Computers and Electronics in Agriculture, vol. 170, p. 105220, 2020, doi: 10.1016/j.compag.2020.105220. 

[15] R. Thangaraj, S. Anandamurugan, and V. K. Kaliappan, “Automated tomato leaf disease classification using transfer learning-
based deep convolution neural network,” Journal of Plant Diseases and Protection, vol. 128, no. 1, pp. 73–86, 2021, doi: 

10.1007/s41348-020-00403-0. 

[16] M. I. Hasan, N. I. Mahbub, and B. Sarkar, “Identification of Black Fungus Diseases Using CNN and Transfer-Learning 
Approach,” ACM International Conference Proceeding Series, vol. 10, no. 12, pp. 118–125, 2022, doi: 

10.1145/3542954.3542972. 

[17] G. Kathiresan, M. Anirudh, M. Nagharjun, and R. Karthik, “Disease detection in rice leaves using transfer learning techniques,” 
Journal of Physics: Conference Series, vol. 1911, no. 1, p. 012004, 2021, doi: 10.1088/1742-6596/1911/1/012004. 

[18] M. Arafath, A. A. Nithya, and S. Gijwani, “Tomato Leaf Disease Detection Using Deep Convolution Neural Network,” Advances 

in Science and Technology, vol. 124 AST, pp. 236–245, 2023, doi: 10.4028/p-vph2n1. 
[19] M. H. Saleem, J. Potgieter, and K. M. Arif, “Plant disease classification: A comparative evaluation of convolutional neural 

networks and deep learning optimizers,” Plants, vol. 9, no. 10, pp. 1–17, 2020, doi: 10.3390/plants9101319. 

[20] D. Ireri, E. Belal, C. Okinda, N. Makange, and C. Ji, “A computer vision system for defect discrimination and grading in tomatoes 
using machine learning and image processing,” Artificial Intelligence in Agriculture, vol. 2, pp. 28–37, 2019, doi: 

10.1016/j.aiia.2019.06.001. 

[21] S. Ghoury, C. Sungur, and A. Durdu, “Real-Time Diseases Detection of Grape and Grape Leaves using Faster R-CNN and SSD 
MobileNet Architectures,” International Conference on Advanced Technologies, Computer Engineering and Science (ICATCES 

2019), pp. 39-44, Apr. 2019. 

[22] S. Ramya and R. Jeevitha, “Identification of plant species by embedded technology using matlab,” 2020 International Conference 
on Computer Communication and Informatics, 2020, doi: 10.1109/ICCCI48352.2020.9104187. 

[23] M. Hasan, B. Tanawala, and K. J. Patel, “Deep Learning Precision Farming: Tomato Leaf Disease Detection by Transfer 

Learning,” SSRN Electronic Journal, vol. 2, no. 2, pp. 535–544, 2019, doi: 10.2139/ssrn.3349597. 
[24] S. M. Hassan and A. K. Maji, “Plant Disease Identification Using a Novel Convolutional Neural Network,” IEEE Access, vol. 10, 

no. 12, pp. 5390–5401, 2022, doi: 10.1109/ACCESS.2022.3141371. 

[25] S. Janarthan, S. Thuseethan, S. Rajasegarar, Q. Lyu, Y. Zheng, and J. Yearwood, “Deep metric learning based citrus disease 
classification with sparse data,” IEEE Access, vol. 8, pp. 162588–162600, 2020, doi: 10.1109/ACCESS.2020.3021487. 

[26] H. T. Rauf, B. A. Saleem, M. I. U. Lali, M. A. Khan, M. Sharif, and S. A. C. Bukhari, “A citrus fruits and leaves dataset for 

detection and classification of citrus diseases through machine learning,” Data in Brief, vol. 26, p. 104340, 2019, doi: 
10.1016/j.dib.2019.104340. 

[27] S. Xing and M. Lee, “Classification accuracy improvement for small-size citrus pests and diseases using bridge connections in 

deep neural networks,” Sensors (Switzerland), vol. 20, no. 17, pp. 1–16, 2020, doi: 10.3390/s20174992. 
[28] S. Xing, M. Lee, and K. K. Lee, “Citrus pests and diseases recognition model using weakly dense connected convolution 

network,” Sensors (Switzerland), vol. 19, no. 14, p. 3195, 2019, doi: 10.3390/s19143195. 

[29] V. Kukreja and P. Dhiman, “A Deep Neural Network based disease detection scheme for Citrus fruits,” Proceedings-International 
Conference on Smart Electronics and Communication, pp. 97–101, 2020, doi: 10.1109/ICOSEC49089.2020.9215359. 

[30] Z. Zheng et al., “A Method of Green Citrus Detection in Natural Environments Using a Deep Convolutional Neural Network,” 

Frontiers in Plant Science, vol. 12, 2021, doi: 10.3389/fpls.2021.705737. 
[31] S. Qadri et al., “Machine vision approach for classification of citrus leaves using fused features,” International Journal of Food 

Properties, vol. 22, no. 1, pp. 2071–2088, 2019, doi: 10.1080/10942912.2019.1703738. 

[32] A. Majid et al., “An integrated deep learning framework for fruits diseases classification,” Computers, Materials, and Continua, 
vol. 71, no. 1, pp. 1387–1402, 2022, doi: 10.32604/cmc.2022.017701. 

[33] J. Chen, J. Chen, D. Zhang, Y. Sun, and Y. A. Nanehkaran, “Using deep transfer learning for image-based plant disease 

identification,” Computers and Electronics in Agriculture, vol. 173, p. 105393, 2020, doi: 10.1016/j.compag.2020.105393. 

[34] H. F. Altinbilek and Ü. Kizil, “Identification of Some Paddy Rice Diseases Using Deep Convolutional Neural Networks,” 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Citrus leaf disease detection through deep learning approach (Sk. Fahmida Islam) 

2649 

Yuzuncu Yil University Journal of Agricultural Sciences, vol. 32, no. 4, pp. 705–713, 2022, doi: 10.29133/yyutbd.1140911. 
[35] J. Chen, D. Zhang, Y. A. Nanehkaran, and D. Li, “Detection of rice plant diseases based on deep transfer learning,” Journal of the 

Science of Food and Agriculture, vol. 100, no. 7, pp. 3246–3256, May 2020, doi: 10.1002/jsfa.10365. 

[36] D. P. Hughes and M. Salathe, “An open access repository of images on plant health to enable the development of mobile disease 
diagnostics,” arXiv, 2015, doi: 10.48550/arXiv.1511.08060. 

[37] A. A. Awan, (2022) A complete guide to data augmentation, DataCamp. Available at: 

https://www.datacamp.com/tutorial/complete-guide-data-augmentation, Accessed: 12 May 2023. 
[38] VGG16 model, 2022, [Online]. Available: https://www.geeksforgeeks.org/vgg-16-cnn-model/, Accessed: 05 May 2023. 

[39] M. M. Khan, M. S. Uddin, M. Z. Parvez, L. Nahar, and J. Uddin, “A Deep Convolution Neural Network-Based SE-ResNext Model for 

Bangla Handwritten Basic to Compound Character Recognition,” Journal of Hunan University Natural Sciences, vol. 48, no. 12, 2021. 

 

 

BIOGRAPHIES OF AUTHORS 

 

 

Sk. Fahmida Islam     received a B.Sc. engineering degree in Computer Science and 

Engineering from Jahangirnagar University, Bangladesh. She received her M.Sc. engineering 

degree from the same university. She completed her Doctor of Philosophy (Ph.D) at 

Jahangirnagar University in 2023, Bangladesh. Her research interests include the internet of 

things, deep learning, machine learning, and image processing. She is serving as Programmer 

at Jatiya Kabi Kazi Nazrul Islam University, Bangladesh. She can be contacted at email: 

jharna.nuhaid@gmail.com. 

  

 

Nayan Chakrabarty     earned his Bachelor’s degree in Computer Science and 

Engineering from National University, Bangladesh. His M.S. degree in Computer Science 

from Jahangirnagar University, Bangladesh. His research interests include artificial 

intelligence, artificial neural networks, machine learning, deep learning, and image processing. 

Currently, he works in Ark Solutions (arksolutionsbd.com) as a software engineer. He can be 

contacted at email: nayandcc5@gmail.com. 

  

 

Mohammad Shorif Uddin     completed his Doctor of Engineering (Ph.D.) at Kyoto 

Institute of Technology in 2002, Japan, Master of Technology Education at Shiga University, 

Japan in 1999, Bachelor of Electrical and Electronic Engineering at Bangladesh University of 

Engineering and Technology (BUET) in 1991 and also Master of Business Administration 

(MBA) from Jahangirnagar University in 2013. He began his teaching career as a Lecturer in 

1991 at Chittagong University of Engineering and Technology (CUET). In 1992, he joined the 

Computer Science and Engineering Department of Jahangirnagar University and at present, he 

is a professor of this department. He undertook postdoctoral research at Bioinformatics 

Institute, Singapore, Toyota Technological Institute, Japan, Saitama University and Kyoto 

Institute of Technology, Japan, Chiba University, Japan, Bonn University, Germany, Institute 

of Automation, Chinese Academy of Sciences, China. His research is motivated by 

applications in the fields of artificial intelligence, imaging informatics, and computer vision. 

He holds two patents for his scientific inventions and has published more than 200 research 

papers in international journals and conference proceedings. In addition, he edited a good 

number of books and wrote many book chapters. He was the Coach of Janhangirnagar 

University ACM ICPC World Finals Teams in 2015 and 2017 and supervised a good number 

of doctoral and Master theses. He is currently a Fellow of IEB and BCS, a Senior Member of 

IEEE, and an Associate Editor of IEEE Access. He can be contacted at email: 

shorifuddin@gmail.com. 
 

mailto:nayandcc5@gmail.com.
mailto:shorifuddin@gmail.com
https://orcid.org/0000-0003-0449-0695
https://www.scopus.com/authid/detail.uri?authorId=57226166223
https://orcid.org/0000-0001-6802-2669
https://orcid.org/0000-0002-7184-2809
https://scholar.google.com/citations?hl=id&user=Q0_7DJAAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=55257116400

