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 This research was conducted to provide an example of predictive business 

intelligence (BI) dashboard implementation for the food and beverage 

business (businesses that sell fast-expired goods). This research was 

conducted using data from a bakery's transactional database. The data are 

used to perform demand forecasting using extreme gradient boosting 

(XGBoost), and recency, frequency, and monetary value (RFM) analysis 

using mini batch k-means (MBKM). The data are processed and displayed in 

a BI dashboard created using Microsoft Power BI. The XGBoost model 

created resulted in a root mean square error (RMSE) value of 0.188 and an 

R2 score of 0.931. The MBKM model created resulted in a Dunn index 

value of 0.4264, a silhouette score value of 0.4421, and a Davies-Bouldin 

index value of 0.8327. After the BI dashboard is evaluated by the end user 

using a questionnaire, the BI dashboard gets a final score of 4.77 out of 5. 

From the BI dashboard evaluation, it was concluded that the predictive BI 

dashboard succeeded in helping the analysis process in the bakery business 

by: accelerating the decision-making process, implementing a data-driven 

decision-making system, and helping businesses discover new insights. 
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1. INTRODUCTION 

Business intelligence dashboard (BI dashboard) is a well-known data visualization method due to its 

ability in discovering insights and speeding up decision-making process [1]. The advantages of BI dashboard 

are evident from research conducted by Hansoti [2] where it was found that departments within a company 

can make decisions more quickly and more data-driven with BI dashboard. In addition, BI dashboard is also 

widely used because it can perform data visualization for various cases such as banking, healthcare, 

education, food and beverage, and other cases. 

While BI dashboard can help various businesses, the BI dashboard analysis created for one business 

is not applicable for other businesses. For example, the food and beverage business can only make short term 

predictions because its business trends change quickly. Due to the differences in the characteristics of the 

food and beverage business with other businesses, this study aims to create a predictive BI dashboard  

(BI dashboard that can make predictions) that can provide analysis for the food and beverage business and 

other businesses whose products are perishable. 

There are several similar studies to this research. Diana et al. [3] created a predictive BI dashboard to 

predict the final grades of students and to monitor the learning conditions of the students. Hassanudin et al. [4] 

made a predictive BI dashboard to monitor corrosion rate on pipelines using artificial neural network (ANN) 

https://creativecommons.org/licenses/by-sa/4.0/
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and multiple linear regression analysis (MLRA). Cho et al. [5] created a predictive BI dashboard to predict 

factory machine’s condition. Dagliati et al. [6] created a predictive BI dashboard to predict a patient's condition 

and provide recommendations for treatment that must be done to the patient. 

Although these studies have succeeded in creating a predictive BI dashboard, there is no predictive 

BI dashboard to analyze the food and beverage business (businesses that sell fast-expired goods). Therefore, 

the main contribution of this research is to create a predictive BI dashboard that can help the decision-making 

process for the food and beverage business. This research will provide an example of predictive BI dashboard 

implementation for the food and beverage business using a dataset from a bakery. The machine learning 

algorithms that are used in this research are extreme gradient boosting (XGBoost) and mini batch k-means 

(MBKM). XGBoost is used to perform demand forecasting on the amount of bread that the bakery must 

produce. MBKM algorithm is used to categorize customers based on the recency, frequency, and monetary 

(RFM) value of each customer. 

The remainder of this paper is organized as follows. Section 2 describes the state-of-the-art methods 

for implementing the predictive BI dashboards, demand forecasting model, and RFM analysis model.  

Section 3 provides an overview of the predictive BI dashboards, XGBoost model, and MBKM model 

development. Section 4 describes the research method. Section 5 shows the evaluation results and analysis of 

the predictive BI dashboard. Section 6 shows the conclusion of the research. 

 

 

2. RELATED WORKS 

This section is divided into three sub sections, subsection 2.1 explain several research about 

predictive BI dashboard implementation. Subsection 2.2 explain several research on demand forecasting 

using machine learning algorithms. Subsection 2.3 explain several research on methods to perform RFM 

analysis using machine learning. 

 

2.1.  Predictive business intelligence dashboard 

Predictive BI dashboard is a topic that is often researched by various organizations due to its ability 

to predict future conditions and patterns [7]. There are several research about predictive BI dashboard 

implementation. Diana et al. [3] created a predictive BI dashboard that displays information on student’s 

learning status and predict the student’s final grade from log data. The prediction is performed using a 

supervised machine learning model. With this BI dashboard, teachers who are end users can more easily help 

their students. Hassanudin et al. [4] created a predictive BI dashboard to predict the corrosion rate on 

pipelines using ANN and MLRA and display the result on a BI dashboard created using hyper text markup 

language (HTML), cascading style sheet (CSS), and JavaScript (JS). This research produces a predictive BI 

dashboard that can help corrosion engineers to make effective and accurate decisions so as to avoid reducing 

the risk of financial losses. Cho et al. [5] made a predictive BI dashboard using a hybrid method that 

combines predictions from an unsupervised machine learning model and a semi-supervised machine learning 

model to predict the condition of factory machines. The predictive BI dashboard is made so that maintenance 

can be done before the machine is damaged. By developing the predictive BI dashboard, the factory can 

improve its service quality due to less downtime. Dagliati et al. [6] created a predictive BI dashboard to 

predict the condition of type 2 diabetes patients. The prediction is made using predictive models created in R 

and MATLAB. The prediction results from the predictive model are then loaded into a data warehouse. Then 

the data from the data warehouse is displayed on a dashboard created using HTML, CSS, JS, and Google 

Charts. The dashboard that has been made has proven to have a positive impact where type 2 diabetes 

patients can reduce the duration of the medical check-ups they need to do [6]. 

There are shortcomings from the previous research. The predictive BI dashboard implementation is 

made for businesses which products do not expire easily and the product’s trend does not change quickly, 

unlike the products in the food and beverage businesses. Therefore, the previous research is not suitable to be 

implemented in the food and beverage business. This study was made to overcome the shortcomings of 

previous research by creating a predictive BI dashboard for the food and beverage business using a dataset 

from a bakery. Predictions that are made in this research are customer segmentation using RFM analysis and 

MBKM; and the amount of bread that must be produced (demand forecasting) per day using XGBoost. 

Customer segmentation is done to categorize customers based on their purchasing patterns. Meanwhile, 

demand forecasting is done to reduce the amount of unsold bread. By identifying the existing customer’s 

behavior and the customer’s daily demand, company owners can make decisions more effectively and 

efficiently. 
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2.2.  Demand forecasting using machine learning 

Demand forecasting is the process of using historical data of a company to predict the number of 

goods that the company must produce in the future. Demand forecasting can provide many advantages for 

companies such as ensuring that the goods produced always meet the market demand, reducing downtime 

cost, lowering product costs by implementing a better storage system, and reducing the number of unsold 

products [8], [9]. Machine learning is often used to perform demand forecasting because it provides good 

predictive accuracy [10]. There are several research about demand forecasting using machine learning. 

Tanizaki et al. [11] performed demand forecasting on the number of restaurant orders using Bayesian linear 

regression which produces a model with a model with an accuracy of 80.51%. Mouatadid and Adamowski 

[12] performed demand forecasting on water consumption using extreme learning machine which produces a 

model with an accuracy of 81.73%. Moroff et al. [13] performed demand forecasting for goods in retail 

stores using multilayer Perceptron which produces a model with an accuracy of 81.9%. Eseye et al. [14] 

performed demand forecasting on the amount of electricity consumption per hour using feed forward ANN 

which produces a model with an accuracy of 83%. Abbasi et al. [15] conducted research on demand 

forecasting on electrical load using XGBoost and the predictions made by XGBoost have an accuracy of 

97.21%. Sukarsa et al. [16] performed demand forecasting on gourami fish supplies using XGBoost and 

produce a model with an accuracy of 97.54%. Because the accuracy of XGBoost is higher than other 

methods, XGBoost was chosen as the algorithm to perform demand forecasting in this research. 

 

2.3.  Recency, frequency, and monetary value analysis using machine learning 

RFM analysis is a method for classifying customers based on how recent a customer made a 

transaction (recency), how often a customer makes transactions (frequency), and how much a customer 

usually spends per transaction (monetary value) [17], [18]. RFM analysis can be used to help a business 

market its products by finding each customer’s buying pattern and classifying customers who have similar 

buying pattern [19]. By performing RFM analysis, businesses can tailor their marketing campaigns to each 

customer group, so that marketing campaigns can better suit the needs of each customer group [20]. In RFM 

analysis, a customer can be categorized as a loyal or good customer if the customer has a high RFM [21]. 

RFM analysis is performed by calculating the RFM for each customer. After that, RFM analysis will divide 

customers into several categories so that the company can provide personalized services according to the 

behavior of the customer group [22]. 

After conducting a literature review, several research on RFM analysis methods were found. 

Rojlertjanya performs RFM analysis using transactional data of IT companies in Thailand. The research was 

conducted by developing a k-means model and the model produced a silhouette coefficient (SC) of 0.4 [23]. 

Then, research by Shirole et al. [24] perform RFM analysis using k-means and UK's e-commerce dataset 

which produces a model with an SC of 0.44. Furthermore, research by Kara [25] did an RFM analysis using 

k-means and transactional data from an electronics company in Istanbul which resulted in a model with an 

SC of 0.51. Gustriansyah et al. [26] perform RFM analysis using k-means and transactional data from 

pharmacies in Indonesia which produces a model with an SC of 0.52. Based on the literature review, it was 

found that k-means is the most frequently used algorithm for RFM analysis. Therefore, in this research, a 

variation of k-means algorithm will be used, namely MBKM algorithm. MBKM is used in this research 

because MBKM works the same way with k-means, but the data used is split into batches, thus providing 

parallelism capabilities that can speed up the clustering process. 

 

 

3. OVERVIEW OF PREDICTIVE BI DASHBOARD 

This section will describe the components and technologies used in the predictive BI dashboard. 

Then, a more detailed description of the machine learning models development is explained in the following 

two sub sections: subsection 3.1 describe the development processes of the XGBoost model and  

subsection 3.2 describe the development processes of the MBKM model. The predictive BI dashboard’s 

components can be seen through Figure 1. 

Based on Figure 1, XGBoost algorithm is used to predict the amount of bread that must be produced 

by the bakery. The MBKM algorithm is used to perform clustering on the RFM data from each customer. 

The results of the XGBoost and MBKM algorithms are then inserted into a staging database. The staging 

database also contains transactional data belonging to the bakery business. After the data is inserted into the 

staging database, the extract, transform, and load (ETL) process is performed by transforming the staging 

database’s data to fit the data warehouse’s structure using an ETL script. The data warehouse created for the 

bakery business was developed using the bottom-up approach (Kimball approach). The data in the data 

warehouse are displayed using a BI dashboard so that end users can see the prediction results for the amount 

of bread that must be produced, the customers’s category from the RFM analysis, and the bakery’s 
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performance from transactional data. In the implementation of this research, several technologies and 

libraries are used: "XGBRegressor" function from the "xgboost" library is used to create an XGBoost model; 

“MiniBatchKMeans” function from the “sklearn” library is used to create a MBKM model; MySQL is used 

to create the staging database; PostgreSQL is used to create the data warehouse; Python programming 

language, “numpy” library, and “pandas” library are used to create ETL scripts; and Microsoft Power BI is 

used to create a BI dashboard. 
 
 

 
 

Figure 1. Predictive BI dashboard components 

 

 

3.1.  Extreme gradient boosting model development 

The XGBoost model created follows the XGBoost model developed by [27]. The XGBoost model 

uses transactional data from January 2005 to July 2022. The data preprocessing carried out are: deleting null 

or NaN rows, performing "JOIN" operations between each table, and deleting unused columns. After that, a 

feature selection is performed using the “plot_importance” function from the XGBoost library to find the 

most influential features to predict the amount of bread that must be produced.  

Based on the “plot_importance” function, it is found that the number of breads ordered (quantity), 

the grand total of a transaction (GrandTotal), month of a transaction (month), year of a transaction (year), and 

day (day of the month for a transaction) are the features that most influence the XGBoost model’s prediction. 

After performing feature selection, the dataset is divided into two parts: the training dataset and the testing 

dataset. The 80% of the dataset became the training dataset and the remaining 20% became the testing 

dataset. Some of the parameters used by the XGBoost model are: the "learning_rate" parameter of 0.6, the 

"max_depth" parameter of 5, the "reg_lambda" parameter of 0.9, the "reg_alpha" parameter of 0.1, and the 

"subsample" parameter of 1. After the XGBoost model is created, the model is evaluated using root mean 

square error (RMSE) and R2 score. 
 

3.2.  Mini batch k-means model development 

The MBKM model was created using transactional data from January 2005 to July 2022. To use 

MBKM in RFM analysis, data preprocessing is carried out on the dataset used, such as: deleting null or NaN 

rows, deleting unused columns, performing "GROUP BY" operation on customer ID, creating the “recency” 

column by subtracting the current date with the maximum value of the transaction date, creating the “frequency” 

column by performing COUNT operation on the transaction ID, and creating the “monetary value” column by 

performing SUM operation on the grand total of each transaction. After performing the data preprocessing step, 

the dataset will only have four columns: the "customer id" column, the "recency" column, the "frequency" 

column, and the "monetary value" column. After the dataset is preprocessed, the dataset can be used by the 

MBKM algorithm. Some of the parameters used by the MBKM model in this research are: the "n_clusters" 

parameter of 6, the "max_iter " parameter of 30, the "tol " parameter of 0, the "max_no_improvement" parameter 

of 0, the "init_size" parameter of 140, the "n_init " parameter of 3, the "reassignment_ratio" parameter of 0.01, 

the "batch_size" parameter of 1,536, and the "init " parameter of “kmeans++”. After the MBKM model is 

created, the model is evaluated using Dunn index, SC, and Davies-Bouldin index. 

 

 

4. METHOD 

4.1.  Requirement and data gathering 

The first development stage includes gathering requirements from end users, collecting data that will 

be used for the data warehouse, and conducting a literature review to find out the best method to use in this 

research. The data obtained from the end user comes from the bakery’s transactional database in the form of 

comma separated value (CSV) files. The transactional database has six tables: the "area" table which contains 

the areas of the bakery’s customers; the "customer" table containing information about the bakery's 

customers; the "inventory" table containing information about the products sold at the bakery; the 

"sales_header" table containing the transaction time, transaction date, name of the shop that performs the 
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transaction, and the total transaction amount; the "sales_detail" table which contains information about the 

products purchased, the quantity, and the sub total of the product. 

 

4.2.  Data warehouse development 

In the second stage, the data warehouse is developed using the nine steps of data warehouse design 

method created by Kimball and Ross [28], [29]. The data warehouse’s star schema can be seen in Figure 2. 

Based on Figure 2, it can be seen that there is one fact table and eight dimension tables. The fact table or 

“sales_detail_fact” contains 25 columns, but those 25 columns can be categorized into six types of columns: 

composite key columns, alternate key columns, foreign key columns, columns that contains data from the 

transactional database, columns that contains the demand forecasting result from XGBoost, and columns that 

contains result from RFM analysis using MBKM. As for the dimension table, there are eight dimension 

tables: the "product_dim" table which contains the product name; the "customer_dim" table containing 

customer’s name and customer’s status (active or inactive); the "date_dim" table containing transaction date, 

year, quarter, month, week of the year, and day of the year; the "sales_person_dim" table containing the name 

of the salesperson in charge of the transactions; the "area_dim" table containing area name, latitude, and 

longitude; the "sales_type_dim" table containing the type of transaction (cash or credit); the 

"sales_approval_dim" table which contains the approval status of a transaction (approved or have not been 

approved); and the table "rfm_segmentation_dim" table which contains the name of the customer group 

resulting from the RFM analysis. 
 
 

 
 

Figure 2. Bakery data warehouse 
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4.3.  Extract, transform, and load 

In the third stage, the demand forecasting result from XGBoost and the customer segmentation 

result from the MBKM will be combined with data from the transactional database and loaded into a staging 

database. After that, the data from each staging database table will be converted into CSV so that it can be 

processed using an ETL script written in Python. The first step in the ETL script is to read the CSV of all the 

staging database’s table and convert it to pandas dataframes. The second step in the ETL script is to perform 

various transformations to the pandas dataframes, such as: deleting unused columns, performing a "JOIN" 

query with several table dataframes, creating surrogate keys, creating composite keys, creating new date 

columns, and sorting the modified columns so that it has the same structure as the data warehouse tables in 

Figure 2. The third step in the ETL script is to convert the transformed dataframes into CSV files. After the 

ETL script has been executed, it will generate several CSV files for each data warehouse table. The next 

process is to load the data from the CSV into the appropriate table in the data warehouse. 

 

4.4.  Business intelligence dashboard development 

In the fourth stage, a BI dashboard was created using data from the data warehouse. The BI 

dashboard is divided into two sections: the RFM analysis section and the demand forecasting section. The 

RFM analysis section consists of five charts regarding RFM analysis: the "number of customers per RFM 

category" chart which can be used to view the number of customers per RFM category who make 

transactions per month; the "total revenue per RFM category" chart which can be used to see the total 

revenue of each RFM category per month; the "average RFM value per RFM category" chart that can be used 

to see the average RFM of each RFM category; "RFM value per customer" chart that can be used to view the 

RFM per customer; and the "RFM categorization per area" chart that can be used to compare the number of 

customers per RFM category in an area. The RFM analysis section can be seen in Figure 3. The demand 

forecasting section includes: "approval status for the last 14 days" chart which can be used to view the 

number of transactions that have been approved and have not been approved and the "demand forecasting for 

the last 14 days" chart that can be used to see XGBoost's predictions and the actual bread demand. The 

demand forecasting section can be seen in Figure 4. 

 

 

 
 

Figure 3. RFM analysis section 
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Figure 4. Demand forecasting section 

 

 

4.5.  Machine learning models and business intelligence dashboard evaluation 

In the fifth stage, three evaluations were carried out: BI dashboard evaluation, XGBoost model 

evaluation, and MBKM model evaluation. The XGBoost model is evaluated using RMSE and R2 score. The 

MBKM model is evaluated using Dunn index, SC, and Davies-Bouldin index. The BI dashboard were evaluated 

by end users using a questionnaire based on Ellis’s method in evaluating a good application’s user interface 

[30]. The questionnaire contains ten questions, which assess four important aspects: “ease of use”, “ease of 

understanding”, “error-free rate”, and “BI dashboard’s effectiveness for the company’s end goal”. The four 

aspects will be assessed using ten questions and each of the question is answered using a number from one to 

five, where a score of one means that the developed BI dashboard failed to fulfill the assessed aspect, while a 

score of five means that the developed BI dashboard successfully fulfill the assessed aspect. The score of each 

question in one aspect will be averaged so that a final score is obtained for the evaluated aspect. This process 

will be carried out for each aspect, so that four final scores are obtained for the four aspects evaluated. After the 

evaluation stage has been carried out, the BI dashboard development process is complete. The development 

stages carried out in subsection 4.1 to subsection 4.5 can be visualized through Figure 5. 

 

 

 
 

Figure 5. Predictive BI dashboard development stages 

 

 

5. RESULTS AND DISCUSSION 

This section will be divided into three sub sections: subsection 5.1, subsection 5.2, and subsection 

5.3. Subsection 5.1 will explain the BI dashboard evaluation process. Subsection 5.2 will explain the 

XGBoost model evaluation process. Subsection 5.3 will explain the MBKM model evaluation process. 

 

5.1.  Extreme gradient boosting model evaluation 

To evaluate XGBoost’s performance, XGBoost was compared with decision tree, random forest, 

support vector regression (SVR), and lasso regression algorithms using data from one of the bakery 

customers who made the most transactions as the training and testing dataset. The dataset from the customer 

will be split into two parts so that 70% of the data will be used for training the dataset and 30% of the data 

will be used for testing the dataset. The testing results of the five algorithms can be seen in Table 1. Based on 

Table 1, XGBoost got the best value in all evaluation metrics used. Therefore, it is proven that XGBoost is 

the best algorithm to use compared to the other four algorithms. 
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Table 1. Algorithms evaluation for bakery demand forecasting 

Algorithm 
Evaluation metric 
RMSE R2-score 

XGBoost 0.188 0.931 

Decision tree 0.283 0.844 

Random forest 0.291 0.834 
SVR 0.746 -0.091 

Lasso regression 0.747 -0.093 

 

 

5.2.  Mini batch k-means model evaluation 

To evaluate the performance of MBKM, the algorithm was compared with agglomerative clustering, 

balanced iterative reducing and clustering using hierarchies (BIRCH), k-means, spectral clustering, and 

Gaussian mixture model (GMM). The training and testing data used for the models are the RFM of each 

customer. The comparison result of the six algorithms can be seen in Table 2. 

Based on the data from Table 2 k-means, MBKM, and GMM get the highest score from the six 

algorithms tested. Although the three models have the best performance from the other algorithms, the three 

models have Dunn index, silhouette score, and Davies-Bouldin index values that differ slightly from each 

other. Although the performance of the three models is similar, MBKM is considered the best algorithm to 

perform RFM analysis compared to k-means and GMM. The reason is explained in a research conducted by 

Kubara where although GMM has the shortest code run time, it easily get stuck in the local minimum;  

k-means itself has a drawback where the code run time is slower than GMM even though it has better 

clustering performance than GMM [31]. MBKM does not have these two problems because the MBKM is 

not easily trapped in the local minimum because it uses the same algorithm as k-means, but the MBKM is 

faster than k-means to run the code because it can perform parallelism. Therefore, it is proven that MBKM is 

the best algorithm to perform RFM analysis. 

From the evaluation result and hyperparameter tuning, it was also found that the most suitable 

number of clusters for the bakery data was 6. Then each of the six clusters is given a category name: “best 

customer”, “low spender”, “need reactivation”, “ex-best customer”, “ex-low spender”, and “lost customer”. 

The names are given according to the behavior of each cluster which can be seen from the average RFM. The 

following is the average RFM of the six clusters. 

Based on data from Table 3, each customer category has behavior that distinguishes it from other 

categories. Customers in the “best customer” category are those who have the best RFM. Customers in the 

“best customer” category is the most profitable customer for the business. Customers in the "low spender" 

category are customers whose frequency and monetary value are much smaller than the "best customer", but 

the "low spender" category has almost the same recency value as the "best customer" category. This means 

that this customer is a customer who has just shopped, but the frequency of shopping and the nominal of each 

transaction is small. Customers with the "need reactivation" category are customers whose recency and 

frequency values, and their monetary value are lower than other categories, so it is assumed that customers in 

this category are no longer shopping at the bakery. The name “need reactivation” is used to indicate that 

customers who are in this category need to be visited immediately before the customer moves to another 

competitor. Customers with the "ex-best customer" category are customers who have a frequency and 

monetary value similar to "best customer", but the customer's recency value is high which means the customer 

has not shopped at the bakery for a long time. Customers in the "ex-low spender" category are customers who 

have a frequency and monetary value similar to "low spender", but the customer's recency value is high as in 

the "ex-best customer" category, which means that the customer has not shopped at the bakery for a long time. 

Customers in the "lost customer" category are customers whose recency value is so large that they are 

considered as customers who have moved to other competitors or whose business has closed. Customers who 

fall into this category are customers who have not shopped at the bakery for two years. 

 

 

Table 2. Algorithms evaluation for RFM analysis 

Algorithm 
Evaluation metric 

Dunn index Silhouette score Davies-Bouldin index 

MBKM 0.4264 0.4421 0.8327 
Agglomerative clustering 0.3333 0.4026 0.8816 

BIRCH 0.3779 0.4035 0.8896 

K-means 0.4264 0.4439 0.8441 
Spectral clustering 0.4264 0.4411 0.8622 

GMM 0.4264 0.4420 0.8280 
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Table 3. Average RFM value for each cluster 
RFM category Recency (day) Frequency (transaction) Monetary value (rupiah) 

Best customer 2 3,694 708,239,785 
Low spender 3 1,088 110,205,848 

Need reactivation 25 206 19,828,431 

Ex-best customer 48 2,137 280,793,310 
Ex-low spender 52 625 56,610,422 

Lost customer 4,994 178 7,158,648 

 

 

5.3.  Business intelligence dashboard evaluation 

From the BI dashboard that was made, analysis that can be done is to use the "demand forecasting 

for the last 14 days" chart and the "approval status for the last 14 days" chart to consider the amount of bread 

that must be produced and compare it with the actual demand from the previous day. Then, end users can use 

the "number of customers per RFM category" chart and the "total revenue per RFM category" chart to 

prioritize marketing campaigns for the RFM category with the most members and the RFM category that 

provides the most revenue for the company. The next analysis that can be done is to use the "average RFM 

value per RFM category" chart and "RFM value per customer" chart to compare the RFM value of each 

customer with the average RFM value of that category. From this comparison, end users can see customers 

whose RFM value is much worse than the average RFM value of that category, so the company can quickly 

act to these customers such as by giving discounts or creating a bundling program to increase the RFM value 

of these customers. Then, the "RFM categorization per area" chart can be used by the factory manager to 

evaluate the performance of the salesperson who manages the area, which can be done by analyzing the 

customer’s category changes in one of the areas. As described in subsection 4.5. the BI dashboard is 

evaluated by the end user using a questionnaire. The Figure 6 is the evaluation score given by the end-user to 

the BI dashboard that was created. 
 
 

 
 

Figure 6. BI dashboard evaluation questionnaire score 
 

 

Based on Figure 6, the average value for the "ease of use" aspect is 4.75 out of 5, the average value 

for the "ease of understanding" aspect is 4.33 out of 5, the average value for the "error-free rate" aspect is 5 

out of 5, and the average score for the "BI dashboard's effectiveness" aspect is 5 out of 5. If these values are 

averaged, the BI dashboard produces a final score of 4.77 out of 5. The end user also described that the BI 

dashboard provides three benefits: end users can speed up decision-making process because the end users do 

not need to make company performance reports which usually take four hours on a regular basis, the bakery 

business can find new insights that previously could not be seen without data visualization, and decision 

making becomes more accurate because it is based on the actual data. 
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6. CONCLUSION 

This research has succeeded in developing a predictive BI dashboard that can help analyze the food 

and beverage businesses (businesses that sell fast-expired goods). The developed predictive BI dashboard has 

succeeded in accelerating the decision-making process and has succeeded in helping bakery businesses 

discover new insights. In addition, based on the evaluation results, the XGBoost and MBKM models that 

were created succeeded in providing good and accurate prediction results. There are several improvements 

that can be made in future research, such as automating the ETL process, experimenting with other demand 

forecasting methods and algorithms to improve the prediction accuracy, and experimenting with other 

customer segmentation methods and algorithms to improve the clustering accuracy. 
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