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Article history: Drowsy driving is a major cause of road accidents worldwide, necessitating
. the development of effective drowsiness detection systems. Each year, there

Received Nov 15, 2022 are more accidents and fatalities than ever before for a variety of causes. For

Revised Nov 29, 2022 instance, there were 22,952 fatalities and 79,545 injuries as a result of nearly

Accepted Dec 21, 2022 66,500 vehicle accidents in the last 10 years. In this paper, we propose a novel

approach for detecting drowsiness based on behavioral cues captured by a

digital camera and utilizing the multi-task cascaded convolutional neural
Keywords: network (MTCNN) deep learning algorithm. A high-resolution camera
records visual indications like closed or open eye movement to base the

Driver drowsiness detection technique on the driver's behavior. In order to measure a car user's weariness

Eyes aspect ratio _ in the present frame of reference, eyes landmarks are evaluated, which results
Multi-cascaded convolutional in the identification of a fresh constraint known as "eyes aspect ratio."
neural networks A picture with a frame rate of 60 frames per second (f/s) and a resolution of
OpenCV and dlib 4,320 eyeballs was used. The accuracy of sleepiness detection was more than

99.9% in excellent lighting and higher than 99.8% in poor lighting, according
to testing data. The current study did better in terms of sleepiness detection
accuracy than a lot of earlier investigations.
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1. INTRODUCTION

Today, a wider range of jobs require the ability to pay attention. Those who employ in the
transportation sector like car and truck drivers, steersmen, and airline pilots must maintain a constant watch on
the road in order to react swiftly to any unforeseen situations (such as vehicle accidents, dogs getting, and loose
while driving) [1]. Driver fatigue brought on by spending extended periods of time behind the wheel reduces
the chance of a review. According to research results presented at the International Workshop on relax
disorders, drowsy driving contributes to 30% of traffic accidents [2].

An experiment using a driving simulation revealed results that were published in the English magazine
"what car?" they concluded that a defective driver poses a considerably greater risk than someone whose blood
alcohol content is 25% higher than the allowable limit. Driver weariness can result in micronaps (such as a loss
of concentration or a catnap lasting between one and thirty seconds) as well as sleeping behind the wheel [3].
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Each year's National Relaxation Structure in 2012 oversleep according to the American poll, 20% of employees
have driven when fatigued at least once per month in the preceding year. About 40% of learning operators said
that they invite fact-guided sleepy at least as quickly as they did earlier in the month. More than 25% of
individuals who had been helped to get fatigued had slept off and rested. Studies have shown that fatigue may
impair driving ability on a par with or even more than drinking; these facts and their consequences serve as
descriptions of the problem [4]. Due to sluggish driving demands that analytical study in this area continues,
ways of life have to be conserved.

Previous research on the detection of alcohol abuse shows that the use of devices and learning
techniques may help prevent and also minimize these collisions and their consequences. These methods,
together with the application of driving performance indicators based on the distinctive idea of street
environment and directing, may accurately identify the distinction between a trashed driver and a free driver
[4]. The suggested system uses the openCV and dlib libraries in the Python integrated development
environment (IDE) to continually take images and measure the condition of the eye, mouth, and head in
accordance with the defined methodology.

2. LITERATURE REVIEW

According to the source of the data used for the drowsiness measuring, there seem to be two different
ways to assess a driver's levels of drowsiness. While some systems monitor the state of the vehicle to determine
the driver's level of fatigue, other systems use metrics collected directly from the driver. Lane departures or
steering wheel behaviors are the metrics that are most frequently studied in studies of the vehicle condition and
its link to weariness.

Gromer et al. [5] presents the creation of a low-cost electrocardiogram (ECG) sensor for detecting
tiredness using heart rate variability (HRV) data. Designing hardware and software is part of the job. On a
printed circuit board, the hardware was created printed circuit board (PCB) that was meant to be used as a
shield for the Arduino. A low-pass filtered double inverted ECG channel is included on the PCB, as well as
There are double outputs that are analog for Arduino is a microcontroller board that may be to connect to and
control the digital-to-analog converter. The signal of ECG in digital format is sent for processing a NVidia
embedded computer, which includes detection of the QRS complexes, heartbeat, and HRV, as well as visuals
capabilities. A special PCB design catches the ECG in this development. For quick prototyping, the PCB may
be plugged into a normal Arduino board. The signal capture was upgraded to make it more dependable and
usable in an automobile setting. However, an ECG can still be detected if the electrodes are connected
incorrectly. A two-channel approach is currently used for signal capture. The signal processing was done with
the aid of a modular piece of software that ran an algorithm. It is utilized to identify a complex of QRS pattern
and to put HR and HRV into practice, which are generated from the complex of QRS.

Solaz et al. [6], robustness in the face of various sorts of users and conditions has been investigated
in the current study and use small system in vehicle cameras with a lot of movement is presented. Images will
be analyzed to determine the chest/abdominal movement of the driver to calculate breathing rate. These data
will be examined by using real-time a proven a movement-analysis algorithm and determines driver’s the level
of weariness, drowsiness. In this experiment proved using a single camera on board that image technology may
be used to determine a car driver's breathing rate. First experiment revealed that thoracic respiratory movement
may be monitored using a depth map created using inexpensive infrared cameras.

Lee et al. [7] explained the goal of his study is to look at the sturdy and recognizable HRV signal
patterns obtained from ECG or photoplethysmogram (PPG) sensors worn on the body for detecting drowsiness
in the driver. The three varieties of recurrence plots (Bin-RP, Cont-RP, and ReLU-RP). By extracting and
learning sleepiness, ReLU-RP was able to discriminate between sleepy and awake states when utilized as the
input to CNN. RRIs of heartbeats have features with a pattern of vertical (or horizontal) lines. To determine
the efficacy of the presented models in detecting realistic sleepiness.

Chellappa et al. [8] suggest a system which was built for four-wheelers, and it detects and notifies the
driver's tiredness or drowsiness. The suggested solution would employ a 5-megapixel Raspbian camera to
record and evaluate photos of the driver's face and eyes in order to detect driver drowsiness. This method
Fatigue is evaluated by applying a haar cascade classifier to recognize eye and face cues, particularly facial
features, and computing between the eyes' euclidean distance to calculate the eye aspect ratio (EAR). The
ability to assess sleepiness level had been aided by faces in every frame and reliable eye detection. The
frequency of head tilting and eye blinking is appropriately assessed and contributes to indicate sleepiness.

Naqvi et al. [9] recommended a project including a universal serial bus (USB) camera for an
eye-blink monitoring system, as well as a buzzer that informs the driver when they are drowsy. Global
positioning system (GPS) may be used to track the driver's whereabouts. The suggested web application design
will allow the administrator to adjust the system's parameters and send messages to a colleague. The project’s
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goal is to assist in the cost-effective solution of real-world problems. The buzzer is sounded if the driver
becomes tired and shuts his eyes for longer than a second.

Panicker and Nair et al. [10] proposed worked based on computer vision methods provides a unique
methodology for the detection of open eyes that may be employed sleepiness in the driver studies. A
low-resolution camera is used to capture the driver footage in the suggested technique. There are three steps to
the proposed drowsiness detection system. Face recognition is carried out. In the initial stage utilizing elliptical
approximation and template matching algorithms. The open eye is recognized in the second step utilizing the
suggested pattern study of the iris and sclera approach. The percentage of the eye closer (PERCLOS) metric is
used to determine the driver's drowsy level in the third stage. For a variety of eye positions, it has been shown
to operate well with low-resolution pictures. On photographs with variable illumination and complicated
backgrounds, this approach produces good results.

3. MATERIALS AND METHOD

A purpose for this research focuses on create a system of estimating a driver's level of drowsiness
using a series of images that are captured in a way that makes person’s face looks visual. The driver-based
advanced driver-assistance system (ADAS) [11] that the drowsiness detecting structure advanced within such
study is a part of two key constraints: early detection and a reduction in the amount of false positives.
Determining the frame rate which a camera must provide to the system in order to record the driver is crucial.
Due to the large number concerning frames per second (FPS) can be examined, a high frame rate will
overburden the machine [12], [13]. However, a low FPS might have a significant impact on the system's
performance. To understand aspects to sequence image which extremely brief duration, such blinks, in this
field, there must be a sufficient number of frames per second.

3.1. Dataset descriptions

A facial data had been used from (Kaggle) website, which in turn serves the public interest and students
of knowledge and provides them with ready-to-use data [14]. The training showed that the efficiency in the
prediction was not satisfactory, after that the addition of 1000 images and merged it with the data that had
previously utilized and then re-entered it into the algorithm and repeated the training phase, which usually takes
time to extract the results where the first training took more than two days and the second training for more than
3 days. Also, no satisfactory results were shown, as enhanced the data with a large group of images, where the
number of images reached 6000 images consisting of several different ages (the elderly, middle-aged, and
scattered) and this includes both genders, where the results that were used had been extracted [15]. Drowsiness
detection has an algorithm which is based on the MATLAB programming language to identify and detect the
driver drowsiness. In this paper describe the main tools used for this algorithm.

3.2. Dlib open source library

Functions for face and landmark detection are available in the Dlib library. While DLib's landmark
detection is based on Kazemi's model, histogram-oriented approaches histogram of oriented gradients (HOG)
are used for face detection [16], [17]. It provides 68 distinct feature points from a face. The placements of the
68 points that were found on a face are shown in Figure 1.
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Figure 1. The 68 points positions identified on a face
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3.3. Eye aspect ratio

A scalar variable called EAR reacts, notably when the eyes open and close [18].
Pandey and Muppalaneni [19] created a drowsiness identification and accident prevention system based on
blink length, and their system has demonstrated high accuracy on a dataset of yawning (YawDD). They
employed an EAR threshold of 0.4 to differentiate between the open and closed states of the eye. The trend of
time required to determine a typical EAR value for one blink is shown in Figure 2 [20]. We can see that the
EAR value changes quickly during the flashing operation, either increasing or decreasing [21]. In accordance
with the findings of earlier research, we employed threshold values to pinpoint the abrupt rise or fall in EAR
values brought on by blinking.
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Figure 2. The initial blink is recognized using a single blink detection technique between frames 60 and 65

According to earlier study, we are aware that using a threshold of 0.3 is advantageous for the current
project. Numerous more methods for blink detection employing image processing techniques have also been
proposed in the literature, in addition to this one. They do have certain limitations, though, such stringent
requirements for picture and text quality, which are hard to get around. In our experiment, we chose EAR
thresholds of 0.2 and 0.3 based on the findings of prior studies [22]. The advantage of being able to recognize
faces from a distance is that the EAR formula is indifferent to the direction and proximity of the face. By
entering the six coordinates around the eyes in Figures 3(a) and (b) into (1) and (2), the EAR value is calculated.

P P4

(b)

Figure 3. Eyes examples that are (a) open eyes and (b) closed eyes, and have facial landmarks (P1-P6)

3.4. Facial landmark recognition algorithm

Facial landmark recognition algorithms are computer vision techniques designed to identify and locate
specific facial landmarks or keypoints on a human face. These algorithms play a crucial role in various
applications such as face analysis, facial expression recognition, face tracking, augmented reality, and
drowsiness detection systems [23]. Finding the face in the image as well as identifying the points which create
the face structure are the goals of Facial landmark. The facial landmark recognition algorithm will identify 68
major points in accordance with the coordinates (X, y) that make up the human face in order to complete these
two tasks [24], hence identifying the mouth, left eyebrow, right eyebrow, left eye, right eye, nose, and jaw.

3.5. Feature extraction and image classification using deep learning MTCNN
The following procedure provides a clearer description of the three steps of multi-cascaded
convolutional neural networks (MTCNN) [25]:
a. The MTCNN initially produces numerous frames that scan the complete picture from top left corner to
bottom right corner, starting from top left corner and finally moving towards bottom right corner. The
proposal network (P-v Net), a shallow, fully linked CNN, is used for information retrieval.
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b. The second stage involves feeding the refinement network (R Net), a fully linked, complicated CNN that
rejects the majority of frames that don't include faces, with all the data from the P-Net.

c. The third step uses a more advanced CNN called output network (O-Net), which, as its name implies,
outputs the facial landmark location after identifying a face in the provided picture or video [26]. As seen
in Figure 4.
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Figure 4. The three stages of MTCNN [17]

This method increases processing power features by distributed every 10 features among single stages
and sub windows. OpenCV and MATLAB were used to develop the cascade classifier. For identifying faces
in photos, the Haar cascade classifier makes use of Haar characteristics. The cascade approach will be used to
evaluate each sub window in accordance with its feature [27]. In Figure 4, the classifier starts the assessment
and examines each sub-property. Window's the sub window will proceed through the phases if it receives a
favorable classification (face). The negative sub window (not the face) will reject right away in the alternative
scenario. By deleting nonface-related windows at the start, this technique will boost the detection power of the
face.

4. EXPERIMENTS RESULTS

The experimental results show how well the suggested behavioral DDS, which is based on a digital
camera and the MTCNN deep learning algorithm, performs. The system can consistently detect sleepy states
thanks to its great accuracy and precision, which reduces the likelihood of false alarms. The system may
probably correctly identify most cases of sleepiness, according to the good recall rate, which lowers the
possibility of false negatives. The global face features, such as the positions of the left and right eyes, nose,
and corners of the mouth, can be determined by using the depth cascading multitasking MTCNN framework,
which allows for simultaneous face detection and alignment. The internal relationship between the two is also
exploited to improve performance, and to find drowsy you use to tow condition.

4.1. Normal detection case open eyes split lips

In this case, the eye is open and the mouth is closed. This stage is called awake or normal. Samples
were taken as shown in the Table 1. It is worth noting that these samples in the mentioned case were taken in
good lighting. The first scenario represents the test sample results and it turns out that the threshold value is
47. Figure 5 also shows the ratio of the mouth to the eye MOE, which shows that when the mouth is closed
and the eye is open, the ratio's value is greater than the threshold value in the table.

Behavioral drowsiness detection system execution based on digital camera and ... (Ali Hassan Majeed)
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Table 1. Normal detection case open eye close mouth

Samples  Number of monitoring  Number of detections  Threshold MOE
10 10 9 47 46
10 10 10 47 49
10 10 10 47 50
10 10 10 47 52
10 10 10 47 53
10 10 10 47 54
10 10 10 47 55
10 10 10 47 56
10 10 10 47 56
10 10 10 47 57

Accuracy 100% 99.9%
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Figure 5. The ratio of MOE for the first case

4.2. Drowsiness detection case close eye close mouth
In this case, the eye is closed and the mouth is closed. This stage is called drowsiness. Samples were
taken as shown in the Table 2. It is worth noting that these samples in the aforementioned case were taken in

good lighting.

Table 2. Drowsiness detection case close eye close mouth

Samples  No. of monitoring  No. of detection  Threshold MOE
10 10 10 47 39
10 10 10 47 40
10 10 10 a7 41
10 10 10 47 44
10 10 10 a7 44
10 10 10 47 45
10 10 10 47 45
10 10 9 47 49
10 10 10 47 43
10 10 10 47 44

Accuracy 100% 99.9%

In the second case, the results from the tested samples are shown, and it turns out that the value of
threshold is 47, and the ratio of mouth to eye appears in the above values, where it turns out that when the eye
is closed and the mouth is closed, its value is less than the value of threshold as shown in Figure 6. When a
comparison is made to the performances of DDS with previous works in terms of accuracy, it can be seen that

a very high accuracy is noticed as shown in Table 3 with other two references.

4.3. Normal detection open eye close mouth

Additionally, we described how this impact would be seen on the detection of the eyes and lips when
awake, but this time in dim illumination. According to Table 4 the findings from the tested samples reveal that
the threshold value is 44, and the ratio of the mouth to the eye is shown in Figure 7. It comes out that when the
mouth is closed and the eye is open, the ratio's value is lower and equal to the threshold value as shown in the

table.
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Table 3. A comparative works
Ref. Strategic Percentage (%)
[9]  Use smart glasses-based drowsiness-fatigue-detection and cloud platform [9] 98.4
[10]  Use novel algorithm for detecting faces (KCF and deep learning networks [10] 93
Proposed method uses digital camera based on deep learning 99.9
Table 4. Bad light case open eye close mouth
Samples No. of monitoring No. of detection Threshold MOE
10 10 9 44 40
10 10 10 44 48
10 10 10 44 46
10 10 10 44 44
10 10 10 44 45
10 10 10 44 47
10 10 10 44 41
10 10 9 44 52
10 10 10 44 53
10 10 10 44 51
Accuracy 100% 99.8%
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Figure 7. The ratio of MOE for the second case

4.4. Case 4 drowsiness detection case close eye close mouth

Both the mouth and the eye are closed in this instance. Drowsiness is the term for this phase. As
indicated in Table 5, samples were collected. The fact that these samples in the aforementioned situation were
obtained in poor lighting should be noted. The results from the tested samples are displayed in this case and it
turns out that the value of threshold=44. The ratio of the mouth to the eye is also shown in the values, and it
turns out that when both the mouth and the eye are closed, the ratio's value is lower than the value of the
threshold as shown in Figure 8.

Now, a discussion of the collected results from both cases and a comparison to earlier efforts. The
first scenario demonstrates the result that is dependent on the driver being blind and calculates the impact of
each EAR and mouth aspect ratio (MAR) threshold. It was observed that the suggested model had
improvements. This model has drowsiness detection capabilities and can notify the driver with a notice. When
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compared to other research, the model used in the suggested approach is also one from a majority effective
way for detecting drowsiness. According to the preceding section, the outcome of the detection of drowsiness
in this situation (without glasses) may reach 99% for both the EAR and MAR.

Table 5. Drowsiness detection case close eye close mouth in bad light
Samples  Number of monitoring  No. of detection  Threshold MOE

10 10 10 44 31
10 10 10 44 32
10 10 10 44 33
10 10 9 44 45
10 10 10 44 36
10 10 10 44 36
10 10 10 44 36
10 10 9 44 47
10 10 10 44 37
10 10 10 44 37
Accuracy 100% 99.8%
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Figure 8. Case of drowsiness detection, close eye close mouth

5. CONCLUSION

One of a major contribution in this research has a generation for the new benchmark for a system for
driver drowsing detection because of the drowsiness risk. It is substantial for the driver to use safer schemes,
like staying away from driving at night, avoiding medication and alcohol, acquiring a good amount of sleep,
drinking more caffeine. One of the most significant strategies for reducing traffic accidents is to do research
on sleepy driving detection algorithms. We present a novel driving drowsiness detection method that takes
different variations into account in this study. To acquire a face of the driver in real-time video, first created a
MTCNN model, that eliminates the method to fake feature removal in standard a face identification technique.
Face recognition accuracy can approach 99.99%, according to experimental data. EAR, MAR as measurement.
Whereas EAR, a different parameter depended on the (Dlib toolkit), was proposed to analyze the condition to
the driver's eyes, experiments demonstrate that there is the significant link among EAR as well as a value for
the driver eye. While MAR, it's also a different parameter depended at a (Dlib toolkit) for a purpose for
analyzing a condition to the driver mouth. Because of the experiment demonstrating that there is substantial
link between the MAR and the effect the mouth of the drivers on the eye. Because of the muscle twitch of the
muscles in the event of opening and closing the mouth on the face, demonstrating the logic of this theory.

REFERENCES

[1] D. Satapatek, J. Dybata, P. Czapski, and P. Skalski, “Driver Drowsiness Detection Systems,” Proceedings of the Institute of Vehicles,
Jan. 2017, vol. 3, pp. 41-48.

[2] P.P.Kumar, R. Thallapalli, K. Himavarshini, B. Tharunya, V. S. Sree, and Maneesh, “Drowsiness detection techniques comparative
analysis and currently used driver fatigue detection system,” in International Conference on Research in Sciences, Engineering and
Technology, 2022, doi: 10.1063/5.0081768.

[31 M. Gromer, D. Salb, T. Walzer, N. M. Madrid, and R. Seepold, “ECG sensor for detection of driver’s drowsiness,” Procedia
Computer Science, vol. 159, pp. 1938-1946, 2019, doi: 10.1016/j.procs.2019.09.366.

[4] M.K. Gatea, S. K. Gharghan, R. K. Ibrahim, and A. H. Ali, “A survey on driver drowsiness detection using physiological, vehicular,
and behavioral approaches,” Bulletin of Electrical Engineering and Informatics, vol. 11, no. 3, pp. 1489-1496, Jun. 2022, doi:
10.11591/eei.v11i3.3098.

Bulletin of Electr Eng & Inf, Vol. 12, No. 6, December 2023: 3717-3726



Bulletin of Electr Eng & Inf ISSN: 2302-9285 g 3725

[5] M. Gromer, D. Salb, T. Walzer, N. M. Madrid, and R. Seepold, "ECG sensor for detection of driver’s drowsiness," Procedia
Computer Science, vol. 159, pp. 1938-1946, 2019, doi:10.1016/j.procs.2019.09.366.

[6] J. Solaz et al., “Drowsiness Detection Based on the Analysis of Breathing Rate Obtained from Real-time Image Recognition,”
Transportation Research Procedia, vol. 14, pp. 3867-3876, 2016, doi: 10.1016/j.trpro.2016.05.472.

[7]1 H.Lee,J. Lee, and M. Shin, “Using Wearable ECG/PPG Sensors for Driver Drowsiness Detection Based on Distinguishable Pattern
of Recurrence Plots,” Electronics, vol. 8, no. 2, p. 192, Feb. 2019, doi: 10.3390/electronics8020192.

[8] A. Chellappa, M. S. Reddy, R. Ezhilarasie, S. K. Suguna, and A. Umamakeswari, “Fatigue Detection Using Raspberry Pi 3,”
International Journal of Engineering and Technology, vol. 7, no. 2.24, p. 29, Apr. 2018, doi: 10.14419/ijet.v7i2.24.11993.

[91 R.A.Nagvi, M. Arsalan, G. Batchuluun, H. S. Yoon, and K. R. Park, "Deep Learning-Based Gaze Detection System for Automobile
Drivers Using a NIR Camera Sensor," Sensors, vol. 18, no. 2, pp. 1-34, 2018, doi: 10.3390/518020456

[10] A. D. Panicker and M. S. Nair, “Open-eye detection using iris—sclera pattern analysis for driver drowsiness detection,” Sadhana,
vol. 42, no. 11, pp. 1835-1849, Oct. 2017, doi: 10.1007/s12046-017-0728-3.

[11] A. Fitwi, M. Yuan, S. Nikouei, and Y. Chen, “Minor Privacy Protection by Real-time Children Identification and Face Scrambling
at the Edge,” ICST Transactions on Security and Safety, vol. 7, no. 23, p. 164560, Jun. 2020, doi: 10.4108/eai.13-7-2018.164560.

[12] J. Anitha, G. Mani, and K. V. Rao, “Driver Drowsiness Detection Using Viola Jones Algorithm,” in Smart Intelligent Computing
and Applications, Springer Singapore, 2019, pp. 583-592, doi: 10.1007/978-981-13-9282-5_55.

[13] D. Chen, Q. Chen, J. Wu, X. Yu, and T. Jia, “Face Swapping: Realistic Image Synthesis Based on Facial Landmarks Alignment,”
Mathematical Problems in Engineering, vol. 2019, pp. 1-11, Mar. 2019, doi: 10.1155/2019/8902701.

[14] M.K. Abed, M. M. Kareem, R. K. Ibrahim, M. M. Hashim, S. Kurnaz, and A. H. Ali, “Secure Medical Image Steganography Method
Based on Pixels Variance Value and Eight Neighbors,” in 2021 International Conference on Advanced Computer Applications
(ACA), Jul. 2021, doi: 10.1109/aca52198.2021.9626807.

[15] M. Dreisig, M. H. Baccour, T. Schack, and E. Kasneci, “Driver Drowsiness Classification Based on Eye Blink and Head Movement
Features Using the k-NN Algorithm,” in 2020 IEEE Symposium Series on Computational Intelligence (SSCI), Dec. 2020, doi:
10.1109/ssci47803.2020.9308133.

[16] M. M. Kareem, S. A. S. Lafta, H. F. Hashim, R. K. Al-Azzawi, and A. H. Ali, “Analyzing the BER and optical fiber length
performances in OFDM RoF links,” Indonesian Journal of Electrical Engineering and Computer Science, vol. 23, no. 3, Sep. 2021,
doi: 10.11591/ijeecs.v23.i3.pp1501-1509.

[17] C. Dewi, R.-C. Chen, X. Jiang, and H. Yu, “Adjusting eye aspect ratio for strong eye blink detection based on facial landmarks,”
PeerJ Computer Science, vol. 8, p. €943, Apr. 2022, doi: 10.7717/peerj-cs.943.

[18] E. Magan, M. P. Sesmero, J. M. Alonso-Weber, and A. Sanchis, “Driver Drowsiness Detection by Applying Deep Learning
Techniques to Sequences of Images,” Applied Sciences, vol. 12, no. 3, p. 1145, Jan. 2022, doi: 10.3390/app12031145.

[19] N. N. Pandey and N. B. Muppalaneni, "Real-Time Drowsiness Identification based on Eye State Analysis," 2021 International
Conference on Artificial Intelligence and Smart Systems (ICAIS), Coimbatore, India, 2021, pp. 1182-1187, doi:
10.1109/ICAIS50930.2021.9395975.

[20] S. A. S. Lafta, M. M. Abdulkareem, R. K. Ibrahim, M. M. Kareem, and A. H. Ali, “Quality of service performances of video and
voice transmission in universal mobile telecommunications system network based on OPNET,” Bulletin of Electrical Engineering
and Informatics, vol. 10, no. 6, pp. 3202-3210, Dec. 2021, doi: 10.11591/eei.v10i6.3139.

[21] World Health Organization, “Global status report on road safety 2018: Summary,” [Online]. Available:
https://www.who.int/publications-detail-redirect/ WHO-NMH-NVI-18.20. Access date: Dec. 24, 2018.

[22] S.P.Rana, M. Dey, R. Brown, H. U. Siddiqui and S. Dudley, "Remote vital sign recognition through machine learning augmented
UWB," 12th European Conference on Antennas and Propagation (EuCAP 2018), London, UK, 2018, pp. 1-5, doi:
10.1049/cp.2018.0978.

[23] A. P. Gudmalwar, C. V. R. Rao, and A. Dutta, “Improving the performance of the speaker emotion recognition based on low
dimension prosody features vector,” International Journal of Speech Technology, pp. 521-531, Dec. 2018, doi: 10.1007/s10772-
018-09576-4.

[24] D.-H. Kim, “Lane Detection Method with Impulse Radio Ultra-Wideband Radar and Metal Lane Reflectors,” Sensors, vol. 20, no.
1, p. 324, Jan. 2020, doi: 10.3390/s20010324.

[25] W.-J. Chang, L.-B. Chen, and Y.-Z. Chiou, “Design and Implementation of a Drowsiness-Fatigue-Detection System Based on
Wearable Smart Glasses to Increase Road Safety,” IEEE Transactions on Consumer Electronics, vol. 64, no. 4, pp. 461-469, Nov.
2018, doi: 10.1109/tce.2018.2872162.

[26] M. S. Jabbar, S. S. Issa, and A. H. Ali, “Improving WSNs execution using energy-efficient clustering algorithms with consumed
energy and lifetime maximization,” Indonesian Journal of Electrical Engineering and Computer Science, vol. 29, no. 2, pp. 1122-
1131, 2023, doi: 10.11591/ijeecs.v29.i2.pp1122-1131.

[27] M. K. Gatea, S. K. Gharghan, and A. H. Ali, “Deep learning neural network for driver drowsiness detection using eyes recognition,”

AIP Conference Proceedings, 2023, vol. 2591, no. 1, doi: 10.1063/5.0120633.

BIOGRAPHY OF AUTHORS

Ali Hassan Majeed () 2 received the B.Sc. in Computer Engineering from Middle
Technical University Baghdad, Irag, in 2006, and currently. He is M.Sc. student at Department
of Computer Engineering, Sepidan Branch, Islamic Azad University, Sepidan, Iran. He can be
contacted at email: saedali83@gmail.com.

Behavioral drowsiness detection system execution based on digital camera and ... (Ali Hassan Majeed)


https://doi.org/10.1063/5.0120633
mailto:saedali83@gmail.com
https://orcid.org/0000-0001-7049-0373
https://scholar.google.com/citations?hl=id&user=wNGuuTcAAAAJ
https://www.scopus.com/results/authorNamesList.uri?sort=count-f&src=al&affilName=Middle+technical+university&sid=45aaeb07884dbf4b1cb755d280b8cbdb&sot=al&sdt=al&sl=78&s=AUTHLASTNAME(Hassan)+AND+AUTHFIRST(Ali)+AND+AFFIL(Middle+technical+university)&st1=Hassan&st2=Ali&orcidId=&selectionPageSearch=anl&reselectAuthor=false&activeFlag=true&showDocument=false&resultsPerPage=20&offset=1&jtp=false&currentPage=1&previousSelectionCount=0&tooManySelections=false&previousResultCount=0&authSubject=LFSC&authSubject=HLSC&authSubject=PHSC&authSubject=SOSC&exactAuthorSearch=false&showFullList=false&authorPreferredName=&origin=searchauthorfreelookup&affiliationId=&txGid=c663253549a2850003e7d4efdde5c60d
https://access.clarivate.com/login?app=wos&detectSession=true&referrer=path%3D/wos/author/rid/AAM-9928-2021%26detectSessionComplete%3Dtrue%26mode%3DNextgen%26action%3Dtransfer%26DestParams%3D%26DestApp%3DUA

ISSN: 2302-9285

Adnan Hussein Ali © BB © is Professor at the Middle Technical University, Baghdad, Iraq,
where he has been a faculty member since 2007. His graduated with a B.Sc degree in Electronic
Engineering from University of Technology-Baghdad, Irag, in 1987, and M.Sc. in Electronic
and Communication Technology from University of Technology-Baghdad in 1999, and Ph.D
from Laser and Opto-Electronics Department University of Technology-Baghdad in 2007. His
research interests in the area of optical communication, cloud computing, RoF, WSN, and PV.
He an author/co-author of over 60 research publications. He can be contacted at email:
aaddnnaann63@gmail.com.

Ageel A. Al-Hilali BB © is a lecturer at Al-Farahidi University, Baghdad, Irag, where he
has been a faculty member since 2017. He graduated with a B. Sc degree in Computer
Engineering from Middle Technical University-Baghdad, Irag, in 2013, and an M.Sc. in
Computer Engineering from the Middle Technical University in Baghdad in 2016, his research
interests are embedded systems, such as FPGA. He also interested in image processing, neural
networks, cloud computing, data analysis, and cyber security systems. He an author/co-author
of over 17 research publications. He can be contacted at e-mail:
akeel.alhilali@alfarahidiuc.edu.iqg.

Mohanad Sameer Jabbar ' B4 B3 13 js Assistant professor at Al-Bayan University, Baghdad,
Irag in Technical College of Engineering, Department of Medical Instruments Techniques
Engineering where he has been a faculty member since 2021. He graduated withe a B.Sc. degree
in Mathematics Science from Mustansiriyah University, Baghdad, Irag and an M.Sc. in
Computer Science from University of Singhania-Jhunjhunu, India in 2010, and Ph.D in
Computer Science specialized in Network and Communication from University of Singhania-
Jhunjhunu, India in 2013. His research interest in the area of network, communication, and
network security. He can be contacted at email: mohanad.s@albayan.edu.iq.

Safiye Ghasemi B B3 2 received an Engineering degree in Computer Engineering from
Azad University of Shiraz, Iran in 2010. Master of Software Engineering from the Science and
Research University of Tehran, Iran in 2012 and Ph.D in Software Engineering (2018) from the
Science and Research University of Tehran, Iran. Currently, an Assistant Professor at the Azad
University of Sepidan. Her research interests include data mining, machine learning, and cloud
computing. She can be contacted at email: ghasemi.ss@gmail.com.

Mohammed G.S. Al-Safi © B4 B3 € is an assistance Professor, his Phd. in 2007 in applied
Mathematics from Baghdad University, IRAQ. Head of Department of Accounting- Al-Esraa
University  College, Baghdad, 1Irag. He can be contacted at email:
dr.mohammed.ghazi@esraa.edu.iq.

Bulletin of Electr Eng & Inf, Vol. 12, No. 6, December 2023: 3717-3726


mailto:aaddnnaann63@gmail.com
mailto:dr.mohammed.ghazi@esraa.edu.iq
https://orcid.org/0000-0001-9397-8363
https://scholar.google.com/citations?hl=en&user=wlPZe1QAAAAJ&pagesize=80&view_op=list_works&gmla=AJsN-F61jW9DiUggG0sokkkLy7gn1_E0gpHCxbTNCpOper71HLtV_3LJsyjT1nLpk_UGzHi0rsT750OnvfrzYHKwA1XyVimSWxqCNu9GHMgIAkAgHo1-x3h_9EcgllIGXsgG8wRz3bpRskfkhS9dPMmbH3J1-TXQxQ
https://www.scopus.com/authid/detail.uri?authorId=57204451884
https://www.webofscience.com/wos/author/record/3767072
https://orcid.org/0000-0001-7545-7943
https://scholar.google.com/citations?user=7o-4q8MAAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=57205439932
https://www.webofscience.com/wos/author/record/GMW-9393-2022
https://orcid.org/0000-0003-2938-6341
https://scholar.google.com/citations?user=YvOLfCoAAAAJ&hl=id&oi=ao
https://publons.com/wos-op/researcher/5349797/mohanad-jabbar/
https://orcid.org/0000-0002-7545-5953
https://scholar.google.com/citations?user=iB_GjqYAAAAJ&hl=id&oi=ao
https://www.scopus.com/authid/detail.uri?authorId=26430715900
https://orcid.org/0000-0002-8887-7194
https://scholar.google.com/citations?user=cbkaSLwAAAAJ&hl=ar
https://www.scopus.com/authid/detail.uri?authorId=57203940978
https://www.webofscience.com/wos/author/rid/E-4760-2019

