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 Online harassment in social network services (SNS) is a type of cyberbullying 

issue that needs to be addressed and required preventive measures. In this 

paper, we develop a detection of cyberbullying regarding harassment textual 

posts in Thai on the Facebook SNS. We collect public posts and ask experts 

to label the post as positive or negative regarding harassment posts or not. The 

annotated data are trained for binary classification considering words in the 

centre as features to predict malicious intent to insult and threaten other users. 

The information gain score obtained in generating a prediction model is 

ranked for the top 20 words with the highest score as significant words 

involving online harassment. From experiments, the results show that the 

detection performance obtained a 0.78 f1 score on average. The result analysis 

indicated that the word surface approach helps detect insulting post decently, 

but some posts with metaphor to tone down the malicious intent may not be 

detected as harmful semantic intent are hidden behind word form. Top-20 

significant words for bullying showed that bullying posts were body-shaming 

and lower social status. 
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1. INTRODUCTION 

Bullying is the aggressive behavior of a person or a group toward another person over time. It results 

in severe and long-term effects, especially on mental health. Since online communication tools have become a 

ubiquitous and essential part of our lives, some utilize devices and applications for acting maliciously, or 

menacing toward others in the form of cyberbullying [1], [2]. As convenient from online software, 

cyberbullying can happen at any time in public or in private as only known to the target and the person bullying 

[3]–[5]. One of the standard cyberbullying methods is to post a text meant to insult, embarrass, or threaten a 

victim on a social network. 

As cyberbullying occurs globally and impacts the mental health of victims, detection of cyberbullying 

is essential as a preventive measure, especially on the social network. A cyberbully detection system [6] has 

become a topic for research aiming to identify and classify online activities meant to harass other social network 

users, such as flaming, insulting, and terrorizing. The standard method is to apply text mining techniques  

[7], [8] or automated classification [9]–[11] to categorize words with malicious intent on infamous social 

networks platforms such as Twitter and Reddit. 

Despite existing works of cyberbullying detection on English messages in social networks, it may not 

directly apply to other languages with a different culture. The meaning of insulting and embarrassing differs 

https://creativecommons.org/licenses/by-sa/4.0/
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from culture to culture based on what people of the culture hold importance. In this paper, we aim to detect 

online Thai textual harassment and extract the keywords of online harassment. This work's target social 

network service (SNS) is Facebook, the most used SNS in Thailand. The rest of this paper is organized as 

follows. Section 2 provides background knowledge about cyberbullying and existing research works related to 

this work. Section 3 describes the details of online harassment detection of Thai text in Thai on social network 

platforms. Section 4 gives the experiment setting and evaluation results. Lastly, section 5 provides a conclusion 

and future work.  

 

 

2. BACKGROUND 

2.1.  Cyberbullying 

Cyberbullying is conceptualized as the intentional use of electronic resources, including mobile 

phones, computers, and other electronic communication devices via online SNSs, to taunt, hurt, threaten, 

embarrass, and harm others [12], [13]. Cyberbullying can be an extension of concurrent physical bullying or a 

separate incident, specifically on online SNS. The problem of cyberbullying is spreading globally as more 

people have access to SNS [14] and has become a concern as a cause of mental issues [15]–[17], such as 

depression syndrome [18], and suicidal incidents. There are several actions that can be counted as 

cyberbullying, and those can be grouped as follows: 

− Exclusion; is a group action of deliberately leaving someone out to make them feel excluded. It exists in 

both real-life and online settings. Most cases are a continuation of real-life bullying situations. 

− Framing; is an act of posting making up a story or false information to their target. This action is an online 

version of spreading accusive rumors to discredit a target. 

− Faking; is creating an account pretending to be a target and posting inappropriate things to frame a target. 

This online action may affect the target's reputation and directly harm one’s social status. 

− Harassment; is a category generally referring to a use of hurtful or threatening online post and messages 

with the intention of doing harm towards a target. 

Among the above actions, some are actions not limited to the online SNS but a continuation of normal 

bullyings, such as exclusion and framing. Some actions like exclusion cannot be easily detected from the 

outside as they are only known within an internal group. However, one of the cyberbullying occurrences that 

can be noticed in general is online harassment which is an act of making a public post to embarrass, insult, and 

threaten a target. As cyberbullying is harmful and continuously increases, preventive measures and healing of 

the affected targets are recommended. 

 

2.2.  Related work on text mining 

Cyberbullying detection towards the prevention of cyberbullying, several works proposed using a  

text-mining approach to detect online posts containing bullying words. Noviantho et al. [19] developed a 

system for cyberbullying classification using text mining. They selected naive bayes and support vector 

machine (SVM) for classification on n-grams of 1 to 5 words. The selected dataset is a cyberbullying 

conversation in English. They achieved an accuracy score of over 92%. Nalini and Sheela [20] proposed 

classification using a text classifier to detect cyberbullying tweets. In their work, English words in tweets (posts 

on Twitter) are considered features for text analysis for classification. They applied a weighting scheme as 

feature selection to help detect features with malicious intent. Dadvar et al. [21] proposed a cyberbullying 

detection based on English datasets from MySpace. Instead of using text data, this work used the gender feature 

provided in a user profile to enhance the discrimination capacity of a classification. Later,  

Dadvar and Heidari [22] improved their work by including useful information such as age and gender as 

features for classification. With additional information, classification performance was improved in a tradeoff 

that the method can only be applied to online users who provide such information publicly. 

In 2021, Thai-textual cyberbullying detection [23] was proposed. The primary classification technique 

was SVM with term frequency for feature selections. The applied dataset collected bullying posts against 

celebrities from several social network sources, including Facebook, Instagram, Twitter, and YouTube. With 

the comments towards celebrities, the insulting words thus mostly were directed towards their behavior in 

general. 

 

 

3. THAI ONLINE TEXT HARASSMENT DETECTION 

This paper consists of two tasks which are a text classification and keyword extraction. An overview 

is as shown in Figure 1. The training data in this work is pre-processed Thai text with cyberbullying annotation. 

The classification model is then generated for detecting a textual post intended for harassment. The model then 

is analyzed for words having important high scores as bullying keywords.  
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Figure 1. An overview of the classification and keyword finding of online harassment text in Thai on SNS 

 

 

3.1.  Text data preparation 

In this work, the data are Thai text data collected from public posts on Facebook. Only texts are 

recorded without name or identification under the research license id WUEC-23-039-01. The collected texts 

are to be processed as follows. The typos and misspellings words are corrected to reduce noises, and scattering 

of the same word. Furthermore, word segmentation is applied to define terms in the given text. The word 

segmentation service selected in this work is Lexto-plus [24] for the longest word. However, the word 

segmentation performance can be incorrect from ambiguity and unknown words, especially the new word that 

recently emerged among teenagers. Thus, post-edit is applied to correct word segmentation for maintaining 

input quality. Last, functional words representing grammatical functions with little to no meaning are removed 

to maximize text processing performance in terms of computational complexity from lowering search space. 

The training data in this work is pre-processed Thai text with cyberbullying annotation. The 

classification model is then generated for detecting a textual post intended for harassment. The model then is 

analyzed for words having important high scores as bullying keywords.  

Once the preparation is done, the terms that appear in Facebook posts are formed into a vector 

representation. The terms and posts are aligned into a vector regarding their existence. The word vector will 

then be used in a later learning process to create a classification model. To assign a class to each textual post, 

we ask healthcare personnel and linguist to annotate if the text is bullying or not, regarding insulting and 

threatening as ‘positive’ and ‘negative’ for containing bullying content and not containing, respectively. The 

annotation, thus, is a binary class for classification. 

 

3.2.  Classification model 

The model for classification in this work is based on a supervised learning technique. With the labelled 

data, the task is binary classification, and several machine-learning techniques can be applied to generate a 

classification model [25]. In this work, we select the decision tree (DT) ID3 technique [26] as our method to 

generate a classification model. Words in a vector are used as a list of features to determine a class of being 

online harassment or not. One benefit of DT is that it allows us to see how the decision is made explicitly, and 

the tree can be further analyzed. 

 

3.3.  Keyword of being cyberbullying 

In generating a classification model of DT, information gain is calculated to measure how much 

information a feature provides about a class. In this work, features are words that appear in a training text. 

Hence, words can be ranked following their obtained IG score to represent how much impact the words signify 

the positive of cyberbullying. IG score is calculated to measure the difference in entropy values from before to 

after partitioning the set regarding a word A by (1): 

 

𝐼𝐺(𝐴) = 𝐻(𝑆) − ∑ 𝑝(𝑡)𝐻(𝑡) = 𝐻(𝑆) − 𝐻(𝑆|𝐴)𝑡∈𝑇  (1) 

 
where 𝐻(𝑆) is entropy of set 𝑆; 𝑇 refers to subsets from separating set 𝑆 by a feature 𝐴, and 𝑝(𝑡) is a proportion 

of the number of items in subset 𝑡 to the number of items in set 𝑆. Last, 𝐻(𝑆) refers to entropy of the subset 𝑡. 
The higher the IG score of a word, the more significant the word leads to be positive for cyberbullying. In this 
work, we use the IG score to rank the top of words as a list of keywords for leading to incurring online 
harassment intention regarding cyberbullying. 
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4. RESULTS AND DISCUSSION 

4.1.  Data collection 

The target textual data in this experiment are Thai texts publicly posted on Facebook SNS. We 

randomly collected 12,000 posts made between April 2022 to August 2022. We then asked healthcare 

personnel and a linguist to assign the label to the posts. The criteria for keeping the post for representing 

cyberbullying regarding harassment and terrorizing are as follows. For the posts that both experts agreed on 

having harassment intent and not having harassment intent, we keep them for the ‘positive’ and ‘negative’ 

classes, respectively. The posts that were disagreed by both experts were discarded. 

Furthermore, the posts containing less than 5 words and longer than 40 words were also discarded 

since the content was too insufficient regarding the semantics of the content or contained multiple concepts to 

determine clear intention. As a result, there were 3,440 posts containing the intent of cyberbullying and 4,219 

general posts with ‘positive’ and ‘negative’ labels, respectively. For data statistics, there were 8,158 unique 

words from the remaining posts. The average post length was 14.89 words. 

 

4.2.  Evoluation results of detecting online harassment posts 

The collected data were prepared for 5-fold cross-validation for evaluation. Each separated fold will 

surely contain the same number of positive and negative depression instances. The evaluation measurements 

in both experiments are precision (P), recall (R), and F-measure (F1) scores. The results of detecting online 

harassment posts of each fold are given in Table 1. 

 

 

Table 1. Evaluation results of detecting online harassment  
P R F1 

Fold-1 0.75 0.81 0.78 

Fold-2 0.77 0.80 0.78 
Fold-3 0.82 0.83 0.82 

Fold-4 0.75 0.78 0.76 

Fold-5 0.74 0.77 0.75 
Average 0.77 0.80 0.78 

 

 

The results were not impressively high as there were some incorrect predictions. From analysis, we 

found that most of the correct results were in the type of insulting posts and posts for embarrassing a target. 

On the other hand, threatening posts gave the most incorrect predictions since the words in such posts were 

common and not specified enough to distinguish them from normal posts regarding terrible news. Furthermore, 

we also noticed that the threatening training posts often used metaphoric style to prevent direct semantics of 

malicious intent or to tone down the meaning from the public, such as “do you want to smell dirt” to refer to 

getting beaten to the ground where one can smell the dirt directly. Thus, these posts are manageable with the 

currently applied technique, which uses word surface to determine to bully. 

  

4.3.  Found keywords regarding online harassment 

To rate which words are significant in deciding on having online harassment intention or not, the IG 

score in generating the DT model is considered. We trained a model with all text posts in the dataset without 

fold separation for this case. The top 20 words with the highest IG score are listed in Table 2 in descending 

order. The words are in Thai, so we give part of speech (POS) and literal translation to help with 

understandability. This word list contains terms containing meaning intending to bully others. Most of them 

are adjectives to describe the negative meaning, especially body shaming (rank#3, 7, 9, 17, and 20) and  

social-status shaming (rank#4, 9, 11, and 19). 

 

 

Table 2. The top-20 words with highest IG score 
Rank Word (POS) [Lit. trans] Rank Word (POS) [Lit. trans] 

1 ตอแหล (v and adj)  11 หวังสงู (v) 

2 สถนุ (adj and adv) 12 น ้ำหนัก (n) 

3 ปลอม (adj) 13 เยอะ (adj and adv) 

4 ตลำดลำ่ง (n and adj) 14 เหม็นเปรีย้ว (adj) 

5 สันดำน (n and adj) 15 ขีเ้วอ่ร ์(adj and adv) 

6 อดีอก (n) 16 วอก (adj) 

7 งิว้ (n and adj) 17 หนำ้ลอย (adj) 

8 อนีี่ (pron) 18 สะตอ (v) 
9 แบกปนู (v and adj) 19 สะเออะ (v) 

10 เกนิเบอร ์(adj and adv) 20 หนำ้ปลวก (adj) 
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4.4.  Discussion 

From the experiment, the most common harsh online posts were body-shaming and insulting social 

status. These signify that bullying people may target body and social status as their main harassment content, 

and most of the targets are those with poor status and non-traditional body shapes. These harsh words are not 

only used in online SNS but are also used in real-life conversations. Thus, it is arguable that they bring the 

same bullying attitudes online. The experiment results also showed that using word surface may not be able to 

fully detect online harassment since Thai culture tends to tone down the intention of posts by using metaphors. 

However, this can be understandable for a person using real-world knowledge, but such metaphor posts remain 

a challenge in natural language processing for Thai. 

As cyberbullying may include more types, such as excursion, framing, and faking, detecting those 

activities online is also essential for online bullying prevention. Since these actions are not about wording 

alone, a word-based text mining approach is insufficient for detecting bullies online. It requires extra 

information to properly distinguish the activities, such as behavior patterns (user behavior within SNS) for the 

excursion and user profile information and post history for faking and framing. 

 

 

5. CONCLUSION AND FUTURE WORK 

In this paper, we develop a detection of cyberbullying regarding harassment textual posts in Thai on 

the Facebook SNS. By collecting public posts and giving them the label, we train a classification model based 

on words in the post as features to predict malicious intent to insult and threaten other users. In generating a 

classification model, the information gain score is calculated for words that may signify bullying intention, and 

we list the top 20 words with the highest score. The results show that the detection performance obtained a 

0.78 f1 score. The analysis indicated that the word surface approach might help detect insulting but not 

threatening posts with metaphors to tone down the malicious intent. Top-20 significant words for bullying 

showed that bullying posts were body-shaming and lower social status. To improve our work, we plan to 

include behavior patterns for detecting excursion-type cyberbullying, user profile information, and post history 

for faking and framing on the online platform. We also plan to research metaphoric semantics to cover  

Thai-style metaphors in detecting insulting and threatening online posts. 
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