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Quality of service

Wide area network Metro-E

QoS in computer networking is the capability to provide better service to
network traffic over various technologies such as ethernet and IP networks.
This paper presents a descriptive analysis of WAN flow control and internet
traffic on a Metro-E campus network. Issues on network congestion and
delay in network QoS where internet traffic is gradually increasing, resulting
in bursts of network capacity that affect network QoS. The method implies
12 months data collection and analysis on protocol, bytes and packets
inbound and correlation between parameters on the Metro-E 100 Mbps
campus network. The result presents heavy-tailed distributions on an
inbound packet kurtosis value of 347 and an outbound packet kurtosis value
of 780. Bytes outbound and inbound are skewed at 122 and right at 17
respectively. The average amount of data inbound and outbound is 458.5
MB and 34.8 MB. Protocol 6 TCP presents the highest amount of traffic and
a weak positive correlation at 0.104 exists between the inbound and
outbound packets and bytes on the network. The correlation coefficient's
95% confidence interval ranges between 0.096 and 0.111. This research is
significant in the future deployment of traffic scheduling, policing, and
shaping algorithms for QoS bandwidth management on the WAN Metro-E
campus network.
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1. INTRODUCTION

The rapid advancement of broadband, especially fiber-optic technology, and 5G, has increased
internet usage among home and campus network users, particularly for multimedia applications with high
bandwidth requirements, like online meetings, online classes, and streaming applications. The increased
capacity provided by simultaneous deployment of different radio and fixed access networks for Wi-Fi, long-
term evolution (LTE), 5G, and digital subscriber line (DSL) offers the potential for improved service offering
to home, campus, and business users particularly for bandwidth-hungry live and streaming multimedia
applications [1]. On-demand videos, long-term evolution, and VolP are some of the packet-based
applications that are growing fast. So, it is necessary to upgrade the current network connections to manage
traffic and improve the network's quality of service (QoS) [2]. A wide area network (WAN) can be
developed over a metropolitan area using metro ethernet technology. It enables high-speed, secure
communication between remote office locations, offering enterprise-level functionality and quicker speeds
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than those provided by more conventional technologies like T1/T3 [3]. Network protocols can be thought of
as languages that two devices, regardless of the differences in their infrastructure and designs, must be able to
communicate with one another. Three types of network protocol are used at the WAN Metro-E 100 Mbps
campus network which are protocol 1, internet control message protocol (ICMP), protocol 6, transmission
control protocol (TCP), and protocol 17, user datagram protocol (UDP). Out-of-band messages relating to
network operation or malfunction are sent via ICMP messages that are sent in IP packets [4]. Through flow
control and data acknowledgment, TCP delivers comprehensive error checking. Data packets must arrive at
the receiving end in the correct order, and TCP guarantees this [5]. While, UDP does not have any
dependability, flow control, or error recovery features compared to TCP and when the TCP dependability
mechanisms are not required, UDP is helpful [6].

The effective utilization of bandwidth, path loss rate, and latency can be measured to optimize
network performance [7], [8]. It is expensive to maintain optimal WAN bandwidth, and failure can cause
congestion-related packet loss. Streaming media like YouTube, Netflix, and Facebook among others put a
strain on the campus network's bandwidth [9]. Therefore, an analysis of traffic characteristics through
network protocol and QoS performance is needed to ensure bandwidth allocation for a campus network. The
usage of network resources needs to be monitored to avoid network congestion. Packet loss rate, queue delay,
network throughput, and network resource utilization like queues are important parameters for network
performance optimization [10]. WAN Metro-E campus network uses high bandwidth to satisfy the user
needs, and numerous internet-based applications, including video streaming, cloud computing, and online
streaming services [11]. The QoS in network management such as bandwidth, processing time, and
performance often experience traffic bursts in the network although, the network speed is upgraded from time to
time to accommaodate the increase of internet application services [12]. Reliable QoS of network traffic can be
achieved with the help of proper network control and monitoring techniques to improve connections [13]. The
analysis must be carried out on the real-time network traffic, to understand the situation of internet traffic [14].

Two problems that impact the operation of a WAN are congestion and flow control. Congestion
occurs when the demand for network resources exceeds the available capacity, resulting in decreased
performance and possibly packet loss. High levels of congestion can cause higher delay, packet loss, reduced
throughput, and poor QoS for end users [15]. Congestion can be caused by several circumstances, including
high network traffic, network equipment failures, inefficient routing methods, and network misconfigurations
[16]. Meanwhile, flow control systems govern the velocity of data transfer across network devices to avoid
overwhelming the receiving end and ensure stable connection. Flow control techniques can prevent network
congestion by controlling the quantity of data transmitted at any time which impacts the network
performance [17]. Without proper flow management, data packets may be lost or dropped due to buffer
overflows or processing delays, resulting in retransmissions and poor performance. Flow control problems
can occur owing to mismatches in data transfer speeds between sender and recipient, network congestion, or
incompatible protocols [18].

Increasing the network's bandwidth capacity is another technique to overcome network congestion
such as artificial intelligence [19]. This can be accomplished by expanding the network or by updating the
network's infrastructure [20], [21]. Other strategies by using QoS protocols to prioritize certain types of
traffic such as policing and shaping internet traffic [22]. This can ensure that important traffic like audio and
video traffic, which is more crucial, receives precedence over less crucial traffic like file downloads.
Congestion and flow control problems can also be discovered early on with regular network monitoring.
Network monitoring and flow control typically involve specialized network monitoring software and R is a
powerful statistical analysis tool. Monitoring network traffic serves as a safety network and early warning
system for potential issues, as well as a means of maintaining network performance and speed [23]. Network
traffic analysis is the process of recording, reviewing, and analyzing network traffic for performance,
security, and/or network operations and general management [24]. It is a process of using manual and
automated techniques to check details and detail-level statistics in network traffic [25]. Traffic engineering,
quality of service, and anomaly detection also depend on monitoring for decision-making [26]. Network
traffic analysis and predictions have become vital for monitoring networks, while network prediction is the
process of capturing network traffic and examining it deeply to decide what is the occurrence in the network
[27]. Traffic classification of the network is an important requirement to optimize traffic engineering and
adequately provision QoS [28]. Campus networks offer a rich and fertile environment to study current trends
in network application usage because high-speed network connectivity keeps growing from time to time [29].

This paper presents a descriptive analysis of WAN flow control internet traffic on the Metro-E
100 Mbps campus network. Enhancing the bandwidth management on the metro-E network is the study's aim
and outcome measure. Descriptive analysis is used as a guide and a point of reference to manage
internet-protocol bandwidth management on the Metro-E campus or other networks to provide the best QoS
for managing internet traffic. Data was collected for 12 months starting from 21t August 2021 until 21%
August 2022 on the campus network using Exinda Network Orchestrator. Packet, bytes, and throughput
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internet traffic were analyzed based on six main areas which are the protocol, inbound and outbound packet,
inbound and outbound bytes, correlation on packets inbound against outbound, correlation on bytes inbound
against outbound, and packet inbound against outbound interval. The significance of the analysis is that the
results will be used in future research endeavors. This study has the potential to change how WAN Metro-E
campus networks are managed and optimized in real-world situations. Improved traffic scheduling and
bandwidth management can result in higher network dependability, performance, and resource usage. The
analyzed data will be fitted to a statistical model to better understand the underlying patterns or correlations.
The analysis results will be used to optimize network performance and effectively manage bandwidth, as well
as to deploy algorithms to improve QoS bandwidth management.

2. METHOD

The methodology and resources utilized for the analysis are described in this section. The desired
outcomes are thoroughly explained in the flowchart and activities. The methodology consists of data
collection using Exinda tools and traffic data of characterizations can be analyzed and plotted into graphs.
The analysis must be carried out on the real-time network traffic, to understand the situation of campus
network traffic.

2.1. Research framework

A research framework has been planned that takes action to analyze the WAN control flow and
traffic performance. Figure 1 presents the research framework that shows the steps from data collection, data
analysis, descriptive analysis, and documentation.

[ Setup Exinda at Gateway / Switch ]

Data Collaction

No

. Fesult on Protocol
Correlation on Packst Inbound Analysis
agamst Cutbound
p l - Packst Inbound Analysis ]
Comralation on Bytes Inbound
agaimst Outhound
" * J [ Packet Outbound Analysis ]
Correlation Packest Inbound
against Cruthound Interval Biytes Inbound Analysiz
Bytes Outbound Analyzis ]

. Eesult on Packet &
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Figure 1. Research framework

Bulletin of Electr Eng & Inf, Vol. 13, No. 4, August 2024: 2738-2749



Bulletin of Electr Eng & Inf ISSN: 2302-9285 a 2741

Exinda Network Orchestrator will be installed on a Gateway Switch as a network monitoring device
for data gathering. Data on WAN internet traffic will be gathered every 10 seconds between arrival times and
compiled into 1 hour each month at 100 Mbps Metro-E campus networks. Data on internet traffic was
gathered for a full year, from August 1, 2021, to August 31, 2022. A descriptive statistical analysis method
utilizing the R language and Pareto distribution will be utilized to describe the flow control of internet traffic.
Protocol analysis, packet inbound, and outbound analysis, bytes inbound and outbound analysis, as well as
packet and bytes inbound outbound parameter analysis were all included in the comparison analysis of the
relationship on packet inbound against outbound, bytes inbound against outbound, and packet inbound
against outbound interval.

2.2. Exinda monitoring tools

The Exinda Network Orchestrator, on the other hand, was created to gather data for additional
analysis and/or to analyze the performance of certain applications. Exinda Network Orchestrator is a simple-
to-use tool that enables users to monitor network traffic, provide the necessary level of performance for
mission-critical IT services, and quickly identify and fix network issues. Exinda is a utility that controls
network monitoring as well as provides bandwidth control for linked computer devices [30]. Using the
Exinda appliance to achieve network optimization, users may observe and assess their performance in the
network and the application. Certain monitoring solutions, like the Exinda SD-WAN, can provide network
monitoring with real-time management data [31].

2.3. Data collection and descriptive analysis

Data on packets, bytes, and throughput on the WAN Metro-E 100 Mbps campus network were
collected from August 1st, 2021, until August 31, 2022, using the Exinda Network Orchestrator. The analysis
will describe the relationship between throughput inbound and outbound as well as the shape of the data.
Furthermore, by using the information on the shape of the data, the peak usage periods must be seen clearly.
Descriptive analysis of WAN flow control for internet traffic on a Metro-E campus network involves
examining the characteristics and patterns of the network traffic. Using R, exploratory analysis using a mean,
and median function to obtain summary statistics of relevant variables, such as packet counts, data rates, or
latency and can visualize traffic patterns and visualize the distribution of variables by using histogram plots
to examine the distribution of packet counts or data rates. The time-series plot uses line plots to visualize how
traffic varies over time. This can help identify peak usage periods or recurring patterns. Meanwhile,
correlation analysis identifies relationships by computing correlation coefficients using functions to examine
relationships between variables, such as packet counts, latency, and data rates by using R [32].

3. RESULTS AND DISCUSSION

The results of the descriptive analysis of WAN flow control internet traffic on the Metro-E
100 Mbps campus network is crucial in the process of developing optimal network performance. The
outcome will be a manual for figuring out the characteristics of internet traffic based on the internet protocol
network for bandwidth control and QoS Internet promising to satisfy the requirements of the Metro-E
campus network. The outcomes of the study of the twelve months of data will be used to assess the design of
a network system that is more successful at managing bandwidth to satisfy user needs.

3.1. Protocol analysis

Studying the structure, syntax, and semantics of the network communication protocols is necessary
to identify potential vulnerabilities and performance issues. WAN Metro-E campus network used 3 types of
protocol in the network, protocol 1 (ICMP), protocol 6 (TCP), and protocol 17 (UDP). Based on Table 1 for
inbound bytes, protocol 1, has a mean value of 8863 Mbps, a median value is 0, and a standard deviation of
53402 Mbps. The data is positively Right-Skewed with a skewness value of 8.32 and has a high kurtosis at
79.15 that shows a high peak on the distribution. Protocol 6, there is a mean value of 336792 Mbps, a median
value is 20452 Mbps, and a standard deviation of 1909165 Mbps. The data is highly positively right skewed
with a skewness value of 16.01 and has a very high kurtosis at 326.17 showing a very high peak in the
distribution. Meanwhile, for protocol 17, there is a mean value of 381849 Mbps, a median value is
81990 Mbps, and a standard deviation of 1642769 Mbps. The data is also highly positively skewed with a
skewness value of 17.01 and has a very high peak on distribution with a kurtosis value of 454.42. In terms of
central tendency, protocol 17 looks to have the highest mean and a relatively high median, implying that it
may perform better in handling inbound packets than the other protocols. The high skewness and kurtosis in
all three protocols, on the other hand, suggest that the distributions are not normal and have heavy tails,
which could be related to outliers or special data peculiarities.
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Table 1. Network protocol on inbound and outbound bytes
Protocol  Mean (Mbps) Median (Mbps)  Standard deviation (Mbps)  Skewness  Kurtosis

Inbound bytes 1 8863 0 53402 8.32 79.15
6 336792 20452 1909165 16.01 326.17

17 381849 81990 1642769 17.01 454.42

Outbound bytes 1 9143 10 53812 8.34 79.68
6 214952 20657 1335717 21.32 702.04

17 154504 33098 725377 20.51 662.16

However, for the packet’s outbound variable, protocol 1 (ICMP) with a mean value of 9,143 Mbps
shows traffic has a comparatively low data rate, indicating a low degree of activity. The presence of outliers
or various traffic patterns suggests that the standard deviation is 53,812 Mbps, indicating high diversity in
data rates. The positive skewness score of 8.34 indicates that higher values are dragging the distribution to
the right, possibly because of infrequent high data rate events. Meanwhile, kurtosis on 79.68 indicates large
tails and probable outliers, implying that there may be instances of exceptionally high or low data rates.
Besides that, protocol 6 (TCP) with a mean value of 214,952 Mbps exhibits a high mean data rate, indicative
of substantial data transmission associated with TCP. Standard deviation value of 1,335,717 Mbps suggests
significant variability in TCP data rates, potentially driven by extreme outliers. Meanwhile, the extremely
positive skewness of 21.32 highlights the bursty nature of TCP traffic, and the exceptionally high kurtosis
indicates heavy tails and a distribution prone to extreme values, emphasizing the presence of outliers.
protocol 17 (UDP) with a mean value of 54,504 Mbps shows moderate data transmission. The high standard
deviation with a value of 725,377 Mbps indicates considerable variability in data rates, potentially influenced
by outliers or diverse traffic patterns. Meanwhile, extremely positive skewness suggests a concentration of
lower data rates with the potential for sporadic high data rate occurrences. A very high kurtosis 662.16 value
implies heavy tails and potential outliers, indicating that data rates can exhibit extreme values.

Protocol 6 shows significant data transmission with a bursty nature and potential outliers, while
protocol 1 shows minimal activity with a broad range of data rates, and protocol 17 shows moderate data
transmission with variability and the potential for extreme values. Figure 2 shows the 6 protocol analysis
generated the most inbound and outbound traffic on the network.

Inbound and Outbound Bytes by Protocol

Direction
& 2e+05
> < Inbound
=
- Cutbound
le+05
De+00 |
1 5] 17
Protocol

Figure 2. Protocol analysis

3.2. Analysis of inbound and outbound packets
An essential part of network security and monitoring is packet analysis, which can assist in
guaranteeing that networks are dependable, secure, and function well across many locations. In order to
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identify potential problems like security wvulnerabilities, network performance concerns, and other
network-related issues, inbound and outbound packet analysis comprises looking at the traffic traveling
between different nodes and devices on the network. Table 2 shows the inbound packets have a higher mean
of 344,902 MB compared to outbound packets of 202,229 MB, showing the average number of packets
inbound that are received more than the sent outbound packets. Meanwhile, inbound packets have a higher
median of 37,977 MB compared to outbound packets of 24,320 MB. Both inbound and outbound packets
have high standard deviations 1,856,115 MB for inbound and 1,235,812 MB for outbound.

Table 2. Inbound and outbound packet
Packets Mean (MB)  Median (MB)  Standard deviation (MB)  Skewness  Kurtosis Maximum (MB)
Inbound 344,902 37,977 1,856,115 16.24 347 75,261,807
Outbound 202,229 24,320 1,235,812 22.30 780 79,085,741

This indicates significant variations in packet counts, potentially indicating fluctuations in network
traffic. Inbound packets have a positive skewness value at 16.24 indicating a highly skewed distribution with
a long tail to the right. Outbound packets have an even higher positive skewness value of 22.30, suggesting
an even more skewed distribution. The high skewness values indicate that most packets are concentrated
towards the lower end of the distribution, with a few extremely high values on the right tail. Inbound packets
have a kurtosis value of 347, while outbound packets have a kurtosis value of 780. Both values indicate
heavy-tailed distributions. The high kurtosis values suggest that there are significant outliers or extreme
values in the packet count distribution, indicating potential bursts or anomalies in network traffic. The
maximum size of an inbound packet is 75,261,807 MB, whereas the outbound packet is 79,085,741 MB.
Understanding the upper bounds of packet counts and spotting any instances of unusually high traffic can
both benefit from knowing these maximum values. Figure 3 shows that the packet distributions are highly
variable, skewed, and heavy-tailed. Network delays and possible congestion are indicated by the large
fluctuation in packet counts and the presence of skewed distributions. To preserve good network operation,
they require appropriate traffic management solutions.
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Packet inbound (MB) Packet outbound (MB)

Figure 3. Packet inbound and outbound analysis

3.3. Analysis of inbound and outbound bytes

Analyzing inbound and outbound bytes involves monitoring and measuring the volume of data
transmitted and received across the network. The information can help to identify network traffic patterns,
assess bandwidth utilization, and troubleshoot performance issues. Table 3 shows the mean value of inbound
bytes 458.5 MB is much higher than the outbound bytes 34.8 MB. On average, more bytes are received by
the network compared with sent-out bytes. However, the range of values for bytes inbound is much larger
than outbound, as indicated by the maximum values of mean and median.

Table 3. Inbound and outbound bytes
Bytes Mean (MB)  Median (MB)  Standard deviation (MB)  Skewness  Kurtosis Maximum (MB)
Inbound 458.5 17.6 2,600.4 17 363 108,000
Outbound 34.8 3.2 707.8 122 17,873 112,000
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The mean and median values for both inbound and outbound data are significantly different,
indicating the presence of outliers or skewness, and compared to outbound data, inbound data has a much
larger mean and median, indicating a rightward skewness. The standard deviation for inbound data is
2600.4 MB, indicating a bigger spread or variability in the data points. Kurtosis values suggest that the
distribution is heavy-tailed, especially for outbound data. The highest value especially for outbound data
112,000 MB, implying that outliers or extreme values exist in both datasets. The nature of extreme values
suggests that they may indicate peak usage or potential issues.

Figure 4 shows the distribution of bytes inbound, 17 is heavily skewed to the right, with a long tail
of extreme values. On the other hand, bytes outbound are highly skewed, 122 to the right, this means that
there are some very large inbound traffic spikes in the data, which might be indicative of certain events or
activities on the network. Meanwhile, the highly skewed distribution indicates that certain events or activities
are creating considerable outbound data flow, potentially affecting network resources.

Frequency (Mbps)
40000
Frequency (Mbps)
40000

0
0

I T T T T 1 T T T T T ]
Oe+00 4e+10 8e+10 0e+00 4e+10 8e+10

Bytes inbound Bytes outbound

Figure 4. Inbound and outbound bytes

3.4. Correlation of packets inbound against outbound

A correlation between inbound and outbound packets can provide insights into network
performance, traffic patterns, and potential issues within the local network. It's important to consider other
factors that may influence the correlation, such as network architecture, traffic management policies,
congestion, and network equipment capabilities. This analysis identifies potential network issues,
bottlenecks, or asymmetries in traffic flow within the campus network. Figure 5 visualizes the relationship
between the variables, and it shows the resulting value of the correlation coefficient is 0.938, which suggests
a strong positive correlation between packet inbound against outbound. The resulting p-value is less than
2.2e-16, which is less than the significance level of 0.05, indicating strong evidence against the null
hypothesis. The confidence interval for the correlation coefficient is between 0.937 and 0.938, which
suggests a very strong positive correlation between the two variables.

correlation, r=0.938
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Figure 5. Correlation of packets inbound against outbound

The correlation is close to 1 suggesting that as inbound packets increase, outbound packets also tend
to increase proportionally. Overall, strong statistical evidence supports a positive correlation between
inbound and outbound packets in the WAN Metro-E campus network, indicating that the two variables are
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highly related. Three different correlations of packets inbound against packets outbound for protocol 1,
protocol 6, and protocol 17 was presented. A positive relationship between packets inbound and outbound
where protocols 6 and 17 showed a high positive correlation, whereas the relationship for protocol 1 was a
moderate positive correlation. Optimization efforts can be focused on maintaining a balance between inbound
and outbound traffic to prevent bottlenecks or performance issues. Figure 6 shows the relationship for
protocol is moderately positive correlation with a value of 0.527. A moderately positive correlation of 0.527
suggests that as the number of inbound packets associated with protocol 1 increases, the number of outbound
packets also tends to increase, but the relationship is not exceptionally strong.

correlation, r = 0.527
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Figure 6. Correlation of packets inbound against outbound for protocol 1

Figure 7 shows a strength of the correlation for protocol 6 with r=0.944 falls in the very strong
range. A strong positive correlation, suggesting an even more robust relationship as the number of inbound
packets associated with protocol 6 increases, the number of outbound packets also tends to increase. The

relationship indicates an efficient and well-balanced network or system in handling the traffic associated with
protocol 6.
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Figure 7. Correlation of packets inbound against outbound for protocol 6

Figure 8 presents the correlation between packets inbounds against outbound for protocol 17 shows
a positive relationship with a value of 0.912. A correlation coefficient of 0.912 is very close to 1, indicating
an extremely strong positive correlation, suggesting a robust relationship as the number of inbound packets

associated with protocol 17 increases, the number of outbound packets also increases, and the relationship is
notably strong.
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correlation, r=0.912
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Figure 8. Correlation of packets inbound against outbound for protocol 17

3.5. Correlation of bytes inbound against outbound

Correlation analysis is a statistical method that assesses linear relationships. It may not capture more
complex relationships or dependencies in the network data. Other factors, such as network topology, traffic
patterns, or specific application behaviors, may influence the relationship between inbound and outbound
bytes on the WAN Metro-E campus network. Figure 9 illustrates the correlation coefficient between bytes
inbounds and outbound. There is a positive correlation between the two variables, indicating that as inbound
traffic increases outbound traffic also tends to increase. However, there are some outliers or extreme values
in the data, as indicated by the points in the upper right corner of the plot. The resulting value of the
correlation coefficient is 0.104, which suggests a weak positive correlation between the two variables. The p-
value obtained from the correlation test indicates that this correlation is statistically significant at a significant
level of 0.05. The weak positive correlation suggests a limited association between inbound and outbound
bytes. While there is a tendency for them to increase together, the relationship is not strong. A weak
correlation might indicate that changes in one direction of traffic do not necessarily require a proportional
response in the other direction.

correlation, r = 0.104
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Figure 9. Correlation of bytes inbound against outbound

3.6. Correlation of packets Inbound against outbound interval

Analyzing the relationship between packet inbound and outbound intervals on a WAN Metro-E
campus network, gain valuable insights into network performance, capacity planning, QoS management,
network troubleshooting, traffic patterns, and security. Figure 10 shows the relationship between inbound and
outbound intervals shows a strongly high positive correlation with r=0.985. The high correlation suggests
that the network exhibits a high degree of efficiency and synchronization between inbound and outbound
intervals. The relationship identifies the volume and distribution of inbound and outbound traffic, allowing
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for assessment of the overall network utilization and identifying potential congestion points or bottlenecks
and also assists in optimizing network traffic by helping to identify the types of traffic dominating the
network, to prioritize critical applications or services, and allocate bandwidth accordingly. High volumes of
inbound or outbound traffic can impact network performance. Excessive inbound traffic may lead to
congestion and affect the response time of services, while high outbound traffic may strain the network's
capacity to send data to external destinations.

correlation, r=0.985
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Figure 10. Packet inbound against outbound intervals

4. CONCLUSION

The analysis of WAN flow control and internet traffic on the Metro-E campus network, addressing
network performance for congestion and delay issues of QoS on the internet WAN. The analysis provides
valuable information into the network's characteristics and patterns that show protocol 6 which is TCP
generates the highest amount of traffic. This information helps prioritize resource allocation and implement
specific measures for managing the traffic generated by different protocols. The inbound and outbound
packet analysis shows significant variations in packet counts, high standard deviations, and skewed
distributions. These characteristics indicate the potential for congestion and network delays. Meanwhile,
through packet analysis, the inbound and outbound bytes demonstrate substantial variability and skewed
distributions. There is a strong positive correlation between inbound and outbound packets, suggesting a
close relationship between these variables. The correlation of packet inbound and outbound intervals shows a
balanced distribution of packet counts between incoming and outgoing network traffic. Traffic shaping or
QoS policies can be implemented to ensure optimal network performance by understanding the inbound and
outbound flow and a symmetrical flow of data within the network. In summary, the analysis underscores the
importance of effective traffic management strategies to address congestion, optimize resource utilization,
and enhance the overall performance of the WAN Metro-E campus network. Overall, this study contributes
to a better understanding of WAN flow control and internet traffic in a Metro-E campus network, paving the
way for improved network management and optimization. The results of this analysis will be used for future
research in fitting the data with a statistical model and implementing the policing and shaping procedure for
QoS bandwidth control on the Metro-E campus network.
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