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 The increasing use of the internet for health information brings challenges 

due to the complexity and abundance of data, leading to information 

overload. This highlights the necessity of implementing recommender 

systems (RSs) within the healthcare domain, with the aim of facilitating 

more effective and precise healthcare-related decisions for both healthcare 

providers and users. Health recommendation systems can suggest suitable 

healthcare items or services based on users' health conditions and needs, 

including medications, diagnoses, hospitals, doctors, and healthcare services. 

Despite their potential benefits, RSs encounter significant limitations, 

including data sparsity, which can lead to recommendations that are 

unreliable and misleading. Considering the increasing significance of health 

recommendation systems and the challenge of sparse data, we propose an 

effective approach to improve precision and coverage in recommending 

healthcare items or services. This aims to assist users and healthcare 

practitioners in making informed decisions tailored to their unique needs and 

health conditions. Empirical testing on two healthcare rating datasets, 

including sparse datasets, illustrate that our proposed approach outperforms 

baseline recommendation methods. It excels in improving both the precision 

and coverage of health-related recommendations, demonstrating effective 

handling of extremely sparse datasets. 
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1. INTRODUCTION 

Given the issues of information overload and the lack of personalized health services, there is a 

growing need to implement recommender systems (RSs) that can address these challenges and support both 

patients and medical professionals in making informed healthcare decisions. RSs aim to suggest items that 

are highly suitable for users based on their profiles or historical preferences. In the context of health, these 

items can include medications, medical treatments, doctors, exercise routines, diagnoses, diets, or other 

healthcare services. A health recommender system (HRS) is a type of recommender system that provides 

users with personalized health information tailored to their specific health conditions and needs. The goal of 

HRS is to enable users to engage in important health decision-making with minimal time and effort invested, 

ultimately facilitating a transition towards a more personalized paradigm in the healthcare industry [1]-[3].  

Collaborative filtering (CF) is the foundation of the most popular recommendation systems. CF 

involves assessing items based on the opinions and preferences of other users. Despite their efficacy, CF 

approaches face the data sparsity problem, which occurs when there is insufficient data to make precise 
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recommendations. It describes a situation in which the number of user-item interactions or ratings is 

relatively low in comparison to the total number of users and items in the system [4]-[6].  

Recent studies have investigated the integration of additional information to improve the accuracy of 

recommendations in CF-based RSs by addressing the issues of data sparsity. In this regard, content-based 

recommendation approaches have emerged as a promising solution. Content-based approaches consider the 

attributes and characteristics of items, such as genre, keywords, or metadata, to generate recommendations. 

By relying on item attributes, content-based filtering can offer a more effective approach to recommend items 

with limited ratings, as it can identify relevant items even when rating data is scarce. Therefore, it is essential 

to consider integrating item-based CF with content-based recommendation approaches to leverage their 

respective strengths, improve overall system performance, and provide a solution for the aforementioned 

challenges [7], [8]. 

Furthermore, most CF-based recommendation methods rely on a single rating criteria, which reflects 

the item's overall rating, to infer user preferences. However, these techniques overlook the detailed users’ 

preferences for specific features or aspects of an item, even though various websites permit users to rate 

items based on more than one criteria [9]-[11]. For instance, in the healthcare domain, patients on websites 

like WebMD.com can rate medications according to a number of criteria such as ease of use, effectiveness, 

and satisfaction. Similarly, patients on RateMDs.com can rate doctors on criteria like, punctuality, staff, 

knowledge, and helpfulness. Therefore, there is a need to develop multi-criteria (MC) recommendation 

approaches that utilize the additional rating data to gain a more accurate understanding of user preferences 

and provide precise and effective recommendations [12]. 

Over the past decade, RSs have experienced a surge in popularity and have demonstrated their 

efficacy in numerous domains, such as e-commerce, e-learning, and e-tourism [13]. At present, health RSs 

are employed in various health domains, including but not limited to doctor recommendations, drug 

recommendations, physical activity promotion, diet recommendations, and other related healthcare 

applications [1]-[3]. Such systems possess the capacity to enhance the well-being of users and aid healthcare 

practitioners in rendering more accurate patient-centric decisions. 

There has been a notable growth in the quantity of medical information that is accessible to the 

general public in recent years. Accordingly, patients may encounter certain challenges when attempting to 

identify appropriate doctors who possess the best expertise to effectively address their health concerns. 

Narducci et al. [14] presented a recommendation system focused on semantics that suggests hospitals and 

doctors to patients based on their profiles. The system initially calculates semantic similarities among 

patients, then creates a prioritized list of hospitals and doctors that best match the profile of the patient. The 

system is integrated within the HealthNet social network, with the primary objective of facilitating 

knowledge sharing, identifying comparable patients, and reviewing their experiences. Han et al. [15] have 

developed a hybrid recommender system that offers reliable recommendations of doctors. The system models 

patient trust in doctors using a comprehensive dataset of consultation histories. Furthermore, it calculates 

similarities between patients and doctors by utilizing their metadata. The objective of the proposed system is 

to improve the primary care health service of a prominent healthcare provider in Portugal. The primary goal 

is to mitigate the search burden experienced by patients. Mondal et al. [16] present a doctor recommendation 

system that enables patients to choose a doctor from a selection of available healthcare providers. The system 

incorporates three key criteria, namely, the patient's presenting symptoms, the geographical proximity of the 

doctor, and the patient's degree of trust in the doctor's competence. The system recommends a doctor for a 

patient by utilizing these three specific criteria. The system incorporates a multilayer graph to represent the 

patient-doctor relationship, which serves the dual purpose of facilitating efficient data retrieval and modeling 

the trust factor based on the underlying database. 

Medication errors represent a significant category of medical errors that pose a grave risk to patients' 

well-being. The proliferation of drug information has resulted in medication errors, posing challenges in 

identifying pertinent drugs. Drug RSs have been devised in this particular context to aid users and healthcare 

professionals in the identification of the most appropriate medications for a particular disease. Based on 

implicit feedback and cross-recommendation methods, Chen et al. [17] proposed a drug recommendation 

system for epilepsy treatments. The proposed system aims to examine the medical histories of epileptics to 

find possible relations between the syndromes and the drugs. When compared to a baseline system using 

artificial neural network (ANN), the proposed system outperforms ANN in terms of recall rate by up to 30%. 

Overall, the proposed system outperforms ANN in terms of performance. To aid patients in making informed 

drug selections, Hossain et al. [18] developed a drug recommender system that employs sentiment analysis 

technologies on drug reviews. First, a sentimental measurement approach is used to generate drug ratings 

based on drug reviews. Second, the extent to which drug reviews are valuable to users, the patient's 

conditions, and the sentiment polarity of the dictionary are considered. Then, all of that information was 

combined in the recommendation system to generate a shortlist of drugs that the patient would do best on. 

Zhang et al. [19] investigated the medicine recommendation problem, which involves predicting a set of 
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medications based on a set of symptoms. The researchers developed MedRec, which incorporates a medical 

knowledge graph and a medicine attribute graph, to address the issue of sparse data. The medical knowledge 

graph mines the relationships between medicine, symptoms, diseases, and physical examinations, while the 

medicine attribute graph mines the relationships between medications. 

In summary, health recommendation systems primarily rely on knowledge-based approaches, 

employing knowledge graphs and ontologies for information storage [14], [16], [19]. Nevertheless, these 

systems are constrained by factors such as the requirement for extensive domain knowledge, human labor, 

proficiency in knowledge representation, and continuous updates and the maintenance of knowledge bases 

[20]. Furthermore, model-based CF methods have been suggested as possible remedies for health 

recommendations [15], [17], [18]. However, it is important to note that these approaches requires the 

collection of extensive features, reduction of dimensionality, and the availability of extensive data, which 

could potentially have a negative impact on recommendation effectiveness [21]. Conversely, there has been 

limited focus on implementing memory-based CF approaches in health recommendation systems. Although 

memory-based CF methods have limitations like sparsity, they offer benefits such as simplicity, justification, 

and stability, even with the addition of new items and users. A notable concern lies in the lack of research on 

MC RSs within the realm of health recommendations. 

Accordingly, in order to overcome the aforementioned challenges and assist patients in making well-

informed healthcare decisions tailored to their specific needs and health conditions, this study proposes an 

intelligent recommendation approach. This approach can be utilized in e-health RSs, such as assisting 

patients in locating doctors who fulfill their specific treatment requirements and aiding patients in efficiently 

identifying the most appropriate medication for their medical conditions. To boost the effectiveness of 

recommendations and address the issue of sparse data, the proposed approach combines content-based 

filtering and MC-based CF. Experimental results using real-world healthcare MC rating datasets demonstrate 

the effectiveness of the proposed approach in terms of predictive accuracy and coverage compared to other 

baseline recommendation approaches. The succeeding sections of this study are formulated as follows: 

section 2 delivers an overview of previous research on various health RSs, section 3 outlines the structure and 

components of the proposed approach, section 4 delves into the detailed presentation of experimental 

evaluation. Finally, the study is concluded in section 4, which also includes recommendations for further 

research. 

 

 

2. DESIGN OF THE PROPOSED APPROACH 

The identification of relevant items for users based on their needs and preferences can be 

approached as a recommendation problem, as discussed by Adomavicius and Tuzhilin [22]. In this context, 

let U represent the set of all users (patients), and I represent the set of all possible items, such as doctors or 

drugs that can be recommended. To measure the suitability of an item iI to a user uU, we can define a 

utility function T: U×I→T, where T represents a nonnegative real number falling within a specific range. 

Then, the purpose of the proposed recommendation approach is to identify an item i for the user u to 

maximize the utility function 𝑇𝑖
𝑢, which can be formulated as (1): 

 

∀𝑢 ∈ 𝑈, 𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑖∈𝐼

𝑇𝑖
𝑢 (1) 

 

Next, we outline the primary steps of the proposed approach in this study, which consists of five 

major steps. From this point forward, we refer to patients as users and doctors or drugs as items. Initially, we 

assume that each user provides ratings for an initial set of items to express their preferences. Subsequently, 

the proposed approach is employed to predict additional items that a user might find appealing based on their 

expressed preferences and other items’ features. 

 

2.1.  Compute item-based content similarity 

Relying solely on ratings to calculate the similarity between items may have limitations due to a lack 

of an adequate number of ratings. This scarcity of data, known as data sparseness, poses a challenge in 

providing effective item recommendations solely based on user ratings. This is where content-based 

recommendations offer a solution. Content-based algorithms consider the attributes and characteristics of 

items, such as genre, keywords, or metadata, to generate recommendations. By relying on item attributes, 

content-based filtering can offer a more effective approach to recommending items with limited ratings, as it 

can identify relevant items even when rating data is scarce. 

In this stage, it is assumed that all items have been categorized with predefined meta-information. 

The categorization allows for the identification of relationships or similarities between items. When two 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

A novel approach for e-health recommender systems (Adeeb M. Alsaaidah) 

2905 

items fall into the same category, they are considered related or similar to each other. Leveraging this 

categorical information, the item-based content similarity approach utilizes the categorical representations of 

a set of items that have been rated by an active user. This information is then used to find related items from 

a new set of items that the active user has not explored yet. These related items, based on their category 

similarity, have the potential to be recommended to the active user. By considering the categorical 

relationships between items, the system can recommend items that are related to the user's personal 

preferences and exhibit similarity to items they have already shown interest in. 

In this context, the assumption is made that, for example, are classified according to specific 

specialty categories. Doctors who share the same specialty are considered similar according to the 

categorization of their respective areas of specialization. The item-based content similarity approach is 

utilized to compare the category representations of doctors who have received ratings from an active patient. 

This comparison is used to recommend new doctors that the patient has not visited before. For instance, 

referring to Table 1, we have a list of doctors with their corresponding specialty categories. 

 

 

Table 1. Types of doctor's specialization 
ID Specialty category 
D1 Psychiatrist 
D2 Orthopedist and Rheumatologist 
D3 Psychiatrist 
D4 Cardiologist 
D5 Rheumatologist 
D6 Psychiatrist 
D7 Nephrologist 
D8 Orthopedist 

  

 

In this case, each doctor is assigned to a specific specialty category. For example, doctor D1 is 

categorized as a Psychiatrist, while doctor D2 has multiple specialties, namely Orthopedist and 

Rheumatologist. By considering these specialty categories, we can identify similarities between doctors. 

Doctors belonging to the same specialty category are generally considered to possess similar attributes and 

characteristics due to their shared expertise in that specialty.  

To compute the content-based similarity of items through their associated categories, the first step 

involves representing each item as a binary number vector. This vector indicates the presence or absence of a 

particular category for a given item, as illustrated in Table 2. As an illustration, considering Table 1, the 

binary vector representation of doctors according to their specialization would appear as follows. 

 

 

Table 2. Binary vector representation of doctors based on their specialization 
ID Specialty category Binary vector representation 
D1 Psychiatrist [1, 0, 0, 0, 0] 
D2 Orthopedist and Rheumatologist [0, 1, 1, 0, 0] 
D3 Psychiatrist [1, 0, 0, 0, 0] 
D4 Cardiologist [0, 0, 0, 1, 0] 
D5 Rheumatologist [0, 0, 1, 0, 0] 
D6 Psychiatrist [1, 0, 0, 0, 0] 
D7 Nephrologist [0, 0, 0, 0, 1] 
D8 Orthopedist [0, 1, 0, 0, 0] 

 

 

In the representation shown in Table 2, each binary vector has a length equal to the total number of 

specialty categories. A value of 1 indicates that the corresponding category is associated with the item, while 

a value of 0 indicates the absence of that category. By representing items in this binary vector form, we can 

perform calculations to measure the item-based content-based similarity between items based on their 

category representation. 

For this purpose, the Sorgenfrei metric [23] is used to measure the item-based content similarity 

between items based on their binary vector representations. The Sorgenfrei metric calculates the similarity 

between two binary vectors by taking into account the number of elements where the vectors match (both 

have a value of (1) and where they are different (one vector has a value of 1 while the other vector has a 

value of 0). The formula for the Sorgenfrei metric is as (2): 

 

𝑆𝑖𝑚𝑖,𝑗
𝐶𝑜𝑛𝑡𝑒𝑛𝑡 =

𝐴2

(𝐴+𝐵)∗(𝐴+𝐶)
 (2) 
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Where A is the number of matching elements where both elements of vectors’ (items) i and j have a value of 

1; B is the number of non-matching elements where the element of vector i has a value of 0 and element of 

vector j has a value of 1; and C is the number of non-matching elements where the element of vector i has a 

value of 1 and element of vector j has a value of 0. The Sorgenfrei metric is used to calculate a similarity 

score between two binary vectors, ranging from 0 to 1. A score of 0 indicates no similarity, while a score of 1 

indicates complete similarity. 

 

2.2.  Compute item-based MC CF similarity 

In this particular step, we begin by examining a set of items that have been rated by an active user, 

aiming to identify items that reveal the maximum similarity to the user's preferences based on their MC 

ratings. To measure the partial implicit similarity between items i and j with respect to each of the rating 

criteria c, the mean square differences (MSD) method is employed, which evaluates the predictive accuracy 

of item i as a sole recommender for item j with respect to each of the rating criteria c. To calculate the 

predicted rating of an item with respect to the rating criteria c utilizing only a single neighbor item, we 

employ Resnick's prediction method [24] as (3): 

 

𝑃𝑢,𝑖
𝑐 = 𝑟𝑖

𝑐 + (𝑟𝑢,𝑖
𝑐 − 𝑟𝑗

𝑐) (3) 

 

Where 𝑟𝑢,𝑖
𝑐  represents the rating given by user u to item i with respect to criteria c; 𝑟𝑖

𝑐 and 𝑟𝑗
𝑐 represent the 

average ratings of items i and j on criteria c, respectively. Subsequently, the MSD method is employed to 

measure the partial implicit similarities between items i and j with respect to each of the rating criteria c by 

taking the average of the squared differences between the predicted and actual rating scores of shared users 

who have rated both items |𝑈𝑖 ∩ 𝑈𝑗|. To ensure that the 𝑀𝑆𝐷𝑖,𝑗
𝑐  values fall within the range of [0,1], both the 

predicted rating 𝑃𝑢,𝑖
𝑐  and the actual rating 𝑟𝑢,𝑖

𝑐  are normalized using the max-min normalization approach. 

 

𝑀𝑆𝐷𝑖,𝑗
𝑐 = 1 − (

∑ (𝑃𝑢,𝑖
𝑐 −𝑟𝑢,𝑖

𝑐 )2
|𝑈𝑖∩𝑈𝑗|

𝑢=1

|𝑈𝑖∩𝑈𝑗|
) (4) 

 

Next, the worst-case similarity [25] is utilized as an aggregation technique for the partial similarities. 

This allows us to determine the overall similarity value between a given target item i and its neighboring item 

j as (5): 

 

𝑆𝑖𝑚𝑖,𝑗
𝑀𝑆𝐷 = min

𝑐=1,...,𝑘
𝑀𝑆𝐷𝑖,𝑗

𝑐  (5) 

 

Where 𝑀𝑆𝐷𝑖,𝑗
𝑐  is the value of the partial similarity between items i and j based on criterion c, k represents the 

number of individual criteria considered in the aggregation process. 

One approach to mitigate the limitations of the MSD measure and improve the accuracy of 

predictions is to consider asymmetric weights. This involves considering the compromise factor [26], 

represented by (6), which takes into account the percentage of common users when calculating the similarity 

among items. The compromise factor is based on the proportion of co-rated users among items, normalized 

by the number of users who have rated a target item. 

The MSD measure often does not consider biases that can influence the relationships between items. 

For instance, certain items may tend to be rated by more users compared to others. These biases can affect 

the accuracy of the MSD measure. By incorporating the compromise factor, the influence of such biases can 

be taken into account, leading to more accurate similarity calculations. By combining the MSD metric with 

the compromise factor, a more comprehensive similarity measurement is achieved, providing a better 

representation of the underlying relationships between items. This integration, as shown in (7), aims to 

mitigate the issue of misrepresentation of similarity among items and ultimately improve the accuracy of 

predictions. 

 

𝐶𝐹𝑎𝑐𝑡𝑜𝑟𝑖,𝑗 = 1 − 𝑒𝑥𝑝 (−
|𝑈𝑖∩𝑈𝑗|

|𝑈𝑖|
) (6) 

 

𝑆𝑖𝑚𝑖,𝑗
𝐶𝐹 = 𝑆𝑖𝑚𝑖,𝑗

𝑀𝑆𝐷 × 𝐶𝐹𝑎𝑐𝑡𝑜𝑟𝑖,𝑗 (7) 

 

 

 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

A novel approach for e-health recommender systems (Adeeb M. Alsaaidah) 

2907 

2.3.  Compute global item similarity 

In order to enhance the proposed approach's predictive capability for unobserved items, a global 

similarity score for each item has been introduced. This score plays a crucial role in overcoming the 

challenges posed by sparsity, resulting from a restricted amount of nearest neighbors (NN). The global 

similarity score of the target item is influenced by the count of similar items present in the item-item MC CF 

similarity matrix that was created in the preceding step, as well as the average difference in ratings between 

the item and the user's average rating, as (8): 

 

𝐺𝐼𝑆𝑖 = 𝑒𝑥𝑝 (−
∑ |𝑇𝑖

𝑢−𝑟𝑢̅̅ ̅|𝑢∈𝑈𝑖

|𝑈𝑖|
) × √

|𝐼𝑖|

|𝐼|
 (8) 

 

Where 𝑟𝑢̅ is the average rating of user u, and |𝑈𝑖| represents the total number of users who have rated item i. 

|Ii| denotes the cardinality of the set of items that exhibit similarity associations with item i, while |I| 

represents the cardinality of the entire set of items in the dataset. 𝑇𝑖
𝑢 signifies the total utility of user u for 

item i, which is attained by employing the following aggregate function [27]. 

 

𝑇𝑖
𝑢 =∑𝑤𝑢,𝑐 ×

𝑘

𝑐=1

𝑟𝑢,𝑐 , 

 
𝑤ℎ𝑒𝑟𝑒 ∑ 𝑤𝑢,𝑐

𝑘
𝑐=1 = 1,𝑤𝑢,𝑐 > 0 (9) 

 

Where 𝑟𝑢,𝑐 represents the rating of user u on item i in relation to criteria c, and 𝑤𝑢,𝑐 is a weighting factor that 

signifies the significance of criterion c as assigned by user u. 

 

2.4.  Compute item-based hybrid similarity 

In this step, the proposed approach incorporates the switching hybridization strategy [8] to switch 

between the three proposed similarity measures: item-based content similarity, item-based MC CF similarity, 

and global item similarity, based on specific conditions. The selection criterion for choosing the appropriate 

similarity measure is its ability to generate a similarity value between the target item and other items. In cases 

where both item-based content similarity and item-based MC CF similarity can provide similarity values, the 

arithmetic-harmonic mean is used to combine these values. The harmonic mean function is used to guarantee 

a high total similarity value is achieved only when both item-based content similarity and item-based MC CF 

similarity yield high similarity values, as (10): 

 

𝑆𝑖𝑚𝑖,𝑗
𝑓𝑖𝑛𝑎𝑙

=

{
 
 

 
 
𝐺𝐼𝑆𝑗                              ; if 𝑆𝑖𝑚𝑖,𝑗

𝐶𝐹 = 0 and 𝑆𝑖𝑚𝑖,𝑗
𝐶𝑜𝑛𝑡𝑒𝑛𝑡 = 0

𝑆𝑖𝑚𝑖,𝑗
𝐶𝐹                          ;  if 𝑆𝑖𝑚𝑖,𝑗

𝐶𝐹 ≠ 0 and 𝑆𝑖𝑚𝑖,𝑗
𝐶𝑜𝑛𝑡𝑒𝑛𝑡 = 0

𝑆𝑖𝑚𝑖,𝑗
𝐶𝑜𝑛𝑡𝑒𝑛𝑡                 ;  if 𝑆𝑖𝑚𝑖,𝑗

𝐶𝐹 = 0 and 𝑆𝑖𝑚𝑖,𝑗
𝐶𝑜𝑛𝑡𝑒𝑛𝑡 ≠ 0

2×𝑆𝑖𝑚𝑖,𝑗
𝐶𝐹×𝑆𝑖𝑚𝑖,𝑗

𝐶𝑜𝑛𝑡𝑒𝑛𝑡

𝑆𝑖𝑚𝑖,𝑗
𝐶𝐹+𝑆𝑖𝑚𝑖,𝑗

𝐶𝑜𝑛𝑡𝑒𝑛𝑡   ;  if 𝑆𝑖𝑚𝑖,𝑗
𝐶𝐹 ≠ 0 and 𝑆𝑖𝑚𝑖,𝑗

𝐶𝑜𝑛𝑡𝑒𝑛𝑡 ≠ 0
}
 
 

 
 

 (10) 

 

2.5.  Compute predicted ratings 

For computing predictions, the weighted sum of deviations metric is utilized to generate predicted 

ratings by considering the deviations from the mean ratings, as (11): 

 

𝑃𝑟𝑒𝑑𝑅𝑎𝑡𝑖𝑛𝑔𝑢,𝑖 = 𝑟𝑖̅ +
∑ 𝑆𝑖𝑚𝑖,𝑗

𝑓𝑖𝑛𝑎𝑙
×(𝑇𝑗

𝑢−𝑟𝑗̅)𝑗∈𝑁𝑁

∑ 𝑆𝑖𝑚
𝑖,𝑗
𝑓𝑖𝑛𝑎𝑙

𝑗∈𝑁𝑁

 (11) 

 

Where NN represents the Top-N set of nearest neighbors of items to the target item i based on the final 

similarity. 𝑇𝑗
𝑢signifies the total utility of user u for item j. 

 

 

3. PERFORMANCE EVALUATION 

3.1.  Datasets description 

In order to assess the efficacy of the proposed approach, two MC rating datasets were employed: the 

RateMDs MC dataset and the WebMD MC rating dataset: 
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− The RateMDs MC dataset has been collected from the ratemds.com healthcare portal, which functions as 

a platform where patients can provide reviews of doctors, utilizing a rating scale that spans from 1 to 5. 

The ratings determined by four criterions: punctuality, staff, knowledge, and helpfulness. The dataset 

comprises 31,180 MC ratings, which have been contributed by 3,464 patients for a total of 3,118 doctors. 

The dataset contains 21 different specialties representing the doctors, such as cardiologist, gynecologists, 

rheumatologist, pediatricians, physiatrists, and family doctors, and more.  

− The WebMD MC dataset has been collected from the webmd.com healthcare portal, functions as a 

platform where patients can provide reviews of medicines, utilizing a rating scale that spans from 1 to 5 

across three criterions: ease of use, medication effectiveness, and satisfaction. The dataset includes 32,054 

ratings for 845 medications, which have been contributed by 2,136 patients in total. The medicines in the 

dataset are represented by 915 main categories, which correspond to various medical conditions. These 

categories include but are not limited to nerve pain, joint pain, psoriasis of the scalp, backache, and many 

more.  

In both datasets, we allocated 80% of the data to the training set, ensuring that it contained a 

substantial portion of the ratings for training. The remaining 20% of the data was reserved for the test set, 

which served as an independent dataset for evaluation purposes. 

 

3.2.  Evaluation metrics 

In order to evaluate the performance of the proposed approach and baseline recommendation 

methods, we employed three evaluation metrics: mean absolute error (MAE), root-mean-square error 

(RMSE), and coverage [28]. MAE is a widely utilized measure of evaluation in RSs for assessing prediction 

accuracy. It computes the mean absolute deviation between the predicted ratings and the actual ratings given 

for items by users. A lower MAE value indicates better prediction accuracy, indicating that the 

recommendation method's predictions align more closely with the true ratings. RMSE is another popular 

evaluation metric in RSs. It calculates the square root of the average of the squared differences between the 

predicted ratings and the actual ratings. RMSE provides a measure of the overall prediction error and is 

commonly used alongside MAE. Similar to MAE, a lower RMSE value indicates better prediction accuracy. 

Coverage is also a widely utilized measure of evaluation in RSs, especially when dealing with sparsity. It 

assesses the ability of a recommendation method to produce predictions for a varied set of items, comprising 

those that are unrated or new. It calculates the proportion of unrated items that are yet recommended by the 

recommendation approach. Increased coverage indicates that the recommendation approach can recommend 

a broader variety of items in the collected data, even including new or unrated ones. This implies that the 

method can offer more personalized recommendations to users and is less affected by data sparsity [28]. 

 

3.3.  Baselines 

For the purpose of conducting a comparative analysis, the following item-based recommendation 

methods have been included as baselines. These methods represent different strategies for item-based 

recommendation approaches, incorporating single-criteria ratings, MC ratings, and semantic relationships 

among items.  

− SC-ICF [29] is based on single-criteria ratings to make personalized recommendations. The cosine 

similarity is used to calculate the similarity between items in order to identify the NN. 

− MC-ICF [25] is an expansion of the SC-ICF that incorporates MC ratings. MC-ICF aims to enhance 

prediction accuracy and provide more accurate and relevant recommendations. 

− MC-SeCF [9] incorporates both MC ratings and semantic relations among items. MC-ISCF addresses 

challenges such as data sparsity and cold-start item problems by incorporating item semantics into the 

recommendation process.  

 

3.4.  Comparison results 

In order to demonstrate that the proposed method is more effective than the baseline methods in 

terms of improving prediction accuracy and coverage, a number of experiments were carried out, as outlined. 

 

3.4.1. Performance comparison on the RateMDs MC dataset 

Figures 1 and 2 depict the results of the experimental evaluation of the proposed approach, along with 

the baseline methods, on the RateMDs MC dataset. The focus of these experiments is to evaluate the 

prediction accuracy using the MAE and RMSE metrics across different NN values, specifically 5, 10, 15, 20, 

25, 30, and 50. In Figure 1, it is evident that the proposed approach achieves the best performance (lowest 

MAE) across different NN values. When compared to the SC-ICF, MC-ICF, and MC-SeCF methods, the 

proposed approach showcases significant improvements of 90%, 90%, and 86% in terms of MAE, 
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respectively. Furthermore, Figure 2 demonstrates that the proposed approach also outperforms other baseline 

methods in terms of RMSE, displaying the minimum RMSE values with respect to various values of NN. In 

relation to RMSE, the proposed approach exhibits notable improvements of 80%, 80%, and 76% when 

compared to the SC-ICF, MC-ICF, and MC-SeCF methods, respectively. Overall, the results of the 

experimental evaluation show that the proposed approach outperforms the baseline methods in terms of both 

MAE and RMSE. This means that the proposed approach can predict the ratings more accurately and precisely 

than the baseline methods on the RateMDs MC dataset. 

 

 

  
 

Figure 1. The MAE of different approaches with 

different NN on RateMDs dataset 

 

Figure 2. The RMSE of different approaches with 

different NN on RateMDs dataset 

 

 

3.4.2. Performance comparison on the WebMD MC dataset 

Figures 3 and 4 illustrate the outcomes of the experimental evaluation conducted on the WebMD MC 

dataset, comparing the proposed approach with the baseline methods. These experiments aim to evaluate the 

prediction accuracy using the MAE and RMSE metrics across various NN values: 5, 10, 15, 20, 25, 30, and 

50. Figure 3 clearly demonstrates that the proposed approach achieves the best performance (lowest MAE) 

across different values of NN. Comparatively, when compared to the SC-ICF, MC-ICF, and MC-SeCF 

methods, the proposed approach demonstrates significant improvements of 63%, 56%, and 41% in terms of 

MAE, respectively. Additionally, Figure 4 presents that the proposed approach also surpasses other baseline 

methods in terms of RMSE, displaying the minimum RMSE values with respect to various values of NN. In 

relation to RMSE, the proposed approach exhibits notable enhancements of 58%, 52%, and 41% when 

compared to the SC-ICF, MC-ICF, and MC-SeCF methods, respectively. Overall, the results of the 

experimental evaluation indicate that the proposed approach surpasses the baseline methods in both MAE and 

RMSE metrics. This implies that the proposed approach demonstrates superior accuracy and precision in 

predicting ratings compared to the baseline methods when applied to the WebMD MC dataset. 

 

 

  
  

Figure 3. The MAE of different approaches with 

different NN on WebMD dataset 

Figure 4. The RMSE of different approaches with 

different NN on WebMD dataset 

 

 

3.4.3. Performance comparison on a dataset of various sparsity levels 

Experiments were carried out to validate the practicality of the proposed approach in addressing the 

issue of data sparsity. These experiments involved the creation of six datasets with different levels of sparsity, 

varied from 99.8% to 98%. The primary goal of these experiments was to evaluate the capacity of the 

compared methods to cope with different levels of sparsity and assess their performance accordingly. 
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Figure 5 compares the MAE results of the proposed approach to those of the baseline methods. The 

performance of the proposed method is estimated to be 67%, 61%, and 31% superior to that of the baseline 

methods, respectively. This emphasizes the enhanced efficacy of the proposed approach in precisely predicting 

ratings amidst diverse levels of data sparsity. Figure 6 exhibits that the proposed approach improves not only 

MAE but also prediction coverage. The proposed approach exhibits notable increases in prediction coverage of 

57%, 45%, and 13% relative to the baseline methods. This demonstrates that the proposed approach is also 

superior at predicting ratings not previously observed. The perceived improvements in MAE and prediction 

coverage provide compelling evidence of the robustness of the proposed approach, especially when handling 

highly sparse datasets. 

 

 

  
  

Figure 5. MAE results at various sparsity  

levels 

Figure 6. Prediction coverage results at various 

sparsity levels 

 

 

3.5.  Discussion and implications 

The results from the experimental evaluation above provide compelling evidence supporting the 

effectiveness of our proposed approach in enhancing both prediction accuracy and coverage in health-related 

recommendations. Notably, it exhibits robust performance in handling extremely sparse datasets. However, the 

SC-ICF and MC-ICF methods depend only on ratings for identifying neighbors and generating predictions, 

resulting in lower accuracy and coverage, especially in datasets with very sparse ratings. 

While the MC-SeCF approach, which closely resembles our proposed method, demonstrates superior 

performance compared to SC-ICF and MC-ICF in accuracy for rating prediction and coverage, particularly in 

situations with sparse datasets, it achieves this by integrating MC ratings and semantic associations among 

items. However, our proposed approach goes a step further by incorporating reputation scores along with 

content-based filtering and MC-based CF during the neighbor selection phase. This leads to better predictive 

rating accuracy and coverage, especially when working with highly sparse datasets. For instance, our proposed 

approach showed a 45% improvement in MAE and a 50% improvement in coverage compared to the MC-

SeCF approach in a dataset demonstrating a sparsity score of 99.8%. Moreover, in the dataset that has a 

sparsity score of 99.5%, our approach shows an average improvement of 43% and 25% compared to the MC-

ISCF approach with respect to of MAE and coverage, correspondingly. 

The ramifications of implementing the proposed recommendation approach are multifaceted. Firstly, 

it can empower patients by facilitating their search for healthcare providers who specialize in addressing their 

specific requirements, thereby ensuring treatment that is more tailored and efficient. Furthermore, it can play a 

crucial role in assisting patients in promptly identifying the most suitable medication that corresponds to their 

specific medical conditions. In the future, the incorporation of this health recommendation approach has the 

capacity to revolutionize patient care through the provision of a reliable and personalized decision support 

system. This system has the potential to be extremely valuable in the future, as it provides users and healthcare 

practitioners with a tool that not only tackles the problem of having too much information but also improves 

the efficiency and effectiveness of healthcare decision-making. 

 

 

4. CONCLUSION 

The abundance and intricacy of health-related information available on various online healthcare 

platforms pose challenges for patients in making effective healthcare-related decisions. To address this issue, 

this study proposes an effective health recommendation approach that is promising in aiding healthcare 

practitioners and users alike to make well-informed decisions pertaining to their specific health conditions 

and needs. The utilization of this approach may facilitate the assistance of patients in locating doctors who 
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can satisfy their particular needs for efficacious treatment and in promptly determining the optimal 

medication that corresponds with their distinct medical conditions. The proposed approach integrates 

content-based filtering with MC-based CF to enhance the efficacy of recommendations and tackle the data 

sparsity challenge. The content-based filtering improves the recommendation process by utilizing item 

attributes to generate recommendations for items that have sparse ratings. The MC CF approach utilizes an 

innovative similarity metric that takes into account both structural and distance similarities, in addition to a 

glob-al item similarity measure, in order to address the difficulties presented by data sparsity. The effectiveness 

of the proposed approach in relation to predictive accuracy and coverage, when compared to other baseline 

recommendation methods, was demonstrated through experimentation using real-world healthcare MC rating 

datasets. In the future, this work can be expanded by incorporating user review sentiments into the proposed 

approach's recommendation process in order to better comprehend user preferences and generate more 

accurate recommendations. 
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