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Forecasting is a common thing to capture events in future based on previous
information. However, some classical time-series methods, including mov-
ing average (MA), autoregressive integrated moving average (ARIMA), sea-
sonal autoregressive integrated moving average (SARIMA), and simple expo-
nential smoothing (SES), have limitations in predicting nonlinear time-series
data. Therefore, this paper aims to utilize the adaptive neuro-fuzzy inference
system (ANFIS) model, a combination of the fuzzy inference system (FIS) and
neural network architecture to forecast a nonlinear rainfall problem. This model
can capture the non-linear data, adaptation capability, and speedy learning ca-
pacity. We used the data consisting of temperature (°C), humidity (%), and wind
speed (km/hour) as input variables and rainfall (millimeter) as an output vari-
able at two stations and one rain post in Aceh Besar District, from January 2009
to December 2019. The results demonstrated that ANFIS with generalized Bell
(gBell) membership function on epoch 10 can successfully conduct rainfall fore-
casting in Aceh Besar District with the best-predicted value. The mean absolute
percentage error (MAPE) of the prediction at the Meteorology, Climatology,
and Geophysics Agency (MCGA) Station or Badan Meteorologi, Klimatologi
dan Geofisika (BMKG) Indrapuri is 6.73% for 80% of the training dataset and
20% of the testing dataset.
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1. INTRODUCTION

Rainfall is the amount of water that falls on a flat surface during a specific period. The water droplets
or ice crystals that fall from the clouds when they reach the earth’s surface are called rain, and if they come
out from the bottom of the clouds but do not contact the earth’s surface, they are called virga. According to the
Meteorology, Climatology, and Geophysics Agency (MCGA) Station or Badan Meteorologi, Klimatologi dan
Geofisika (BMKG) published on its official website, rainfall consists of three groups. Moderate rainfall ranges
from 20 mm to 50 mm, Heavy rainfall ranges from 51 mm to 100 mm, and Strong heavy rainfall greater than
100 mm. The factors that correlate with high and low rainfall are climatic elements, including temperature,

humidity, and wind speed [1]].
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Modeling of rainfall dataset has become essential approach in daily life. It can be used to estimate the
possible impacts of climate change [2], analyze changes in rainfall intensity and variability [3]], evaluate suitable
indices at some tropical observing sites [4], and design processes for urban infrastructure [S]. On the other
hand, high rainfall intensity causes many hydro-logical problems and effects on widely ranging some sectors.
In agriculture, rainfall intensity can divide rainfall into infiltration and runoff [6]]. It impacts the movement of
soil that can break the soil structure and burn protective vegetation so that it damages crop growth [7].

Indonesia is a densely populated country with agriculture as one of its primary economic sectors.
Among its provinces, Aceh plays a significant role in agricultural production despite covering only 3.02% of
Indonesia’s total land area [8]]. Aceh Besar District, in particular, practices intensive rice cultivation, with up
to three harvests per year, producing approximately 159,929 tons of rice from a total harvest area of 34,205
hectares. However, farmers in this region frequently face crop failures due to extreme weather conditions,
including droughts and floods. Notably, nearly seventy of the rice fields in Aceh Besar still rely solely on
rainfall as their primary water source, making them highly vulnerable to climate variability.

Based on BMKG, December, January, and February are months that have potentially heavy rain, even
sometimes effect floods in some areas in Aceh Besar, a district of the province of Aceh. This district is located
in northern part of the province or borders with Banda Aceh city about 30.21 km at coordinate of 5° 03’ 1.2”- 5°
045’ 9.007” N and 95° 55’ 43.6” - 94° 59’ 50.13” E. It has an area of 290,350.73 hectares. Most of its territory
is mainland and a small part in the archipelago. The altitude of 35% areas of this territory is between 10 and
100 meters above sea level (mdpl). According to the climate situation, the strong heavy rainfall (December-
January) in the territory can reach until up to 300 mm. This condition impacted river overflows and flooding at
15 sub-districts in Aceh Besar and Banda Aceh in May 2020 [9]].

Given the topographical and climatic conditions mentioned above, it is imperative for the government
of Aceh Besar and BMKG to establish an advanced warning system capable of delivering accurate, reliable,
and timely decisions. The conventional approach to flood prediction relies on monitoring river water levels
and categorizing them based on predefined danger thresholds. However, this method is reactive rather than
predictive, as it only provides warnings once rainfall has already occurred, leaving limited time for residents to
take precautionary measures or evacuate if necessary.

Traditional rainfall prediction methods, such as autoregressive integrated moving average (ARIMA)
and seasonal autoregressive integrated moving average (SARIMA), have been widely used due to their ability
to model time-series data. However, these models struggle to handle the nonlinearity and stochastic nature
of rainfall patterns, leading to reduced forecasting accuracy [[10]. Machine learning techniques, such as artifi-
cial neural networks (ANN), have shown improvements in prediction capabilities, but they often require large
datasets and extensive computational resources [[11]. Furthermore, numerical weather prediction models, such
as the general circulation model (GCM), lack the resolution needed for localized forecasting. These limitations
highlight the necessity of an alternative approach that can effectively capture complex rainfall dynamics.

Nowadays, rainfall prediction has become a critical issue in tropical countries, where precise forecast-
ing is essential for preventing crop failures and improving food security. Consequently, numerous studies have
explored various forecasting models to enhance predictive accuracy. Swain et al. [12] developed an ARIMA-
based model for monthly rainfall prediction in Odisha, India, integrating the Bayesian information criterion
(BIC) and Akaike information criterion (AIC) to optimize model selection. Mahmud et al. [13] applied the
SARIMA method for monthly rainfall forecasting in Bangladesh, demonstrating satisfactory predictive capa-
bilities. Ridwan et al. [14] employed machine learning techniques to estimate rainfall intensity in Tasik Kenyir
Terengganu, Malaysia. Hung efr al. [15] enhanced rainfall forecasting performance in Bangkok, Thailand,
using an ANN approach, which exhibited superior accuracy compared to traditional models. Thoeun [16] com-
bined the GCM with the regional climate model (PRECIS) to analyze rainfall and temperature variations in
highland areas of Cambodia. In Indonesia, Caraka et al. [17] applied a generalized space-time autoregressive
model to forecast rainfall intensity in East Java, effectively illustrating spatial rainfall patterns using geospatial
information system (GIS) software.

The trend of rainfall is hard to model and learn due to the uncertainty of climate change and the
complexity of evaporation processes that generate rainfall. Most of scientists have considered as a linear data
problem and have used time series (TS) methods to predict future events based on its past data patterns. The TS
forecasting models, including moving average (MA), ARIMA, SARIMA, vector autoregression moving aver-
age (VARMA), and simple exponential smoothing (SES), have limitations, especially in nonlinear forecasting
data [18]].
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Nevertheless, in reality, rainfall dataset is very potential in non-linear pattern. Hence, we need to
select suitable forecasting techniques to overcome the limitations of linear predictive models. There are re-
cently artificial intelligent (AI) models that have been proposed by some researchers as an alternative instead
of the classical TS models in predicting time-series datasets. The AI models can predict the future dataset
through the stochastic dependencies that can learn from the historical dataset with nonparametric nonlinear
models [19]. One of the Al models is adaptive neuro fuzzy inference system (ANFIS) method. Many applica-
tions of this method build in for the prediction of cement strength [20]], rainfall [21], sand concrete strength [22],
nanofluids thermophysical properties [23]], and cell-characteristic performance [24]]. Those methods involved
statistical methods and assisted by computer systems, statistical computation methods, fuzzy logic, and neural
networks [25]].

Fuzzy logic is a system described by linguistic knowledge [26]. Neural networks can build structures
such as neural networks in the human brain with computer programs to complete calculations during a learning
process [27]. Fuzzy logic and neural networks have limitations on complex systems. Fuzzy logic also has
difficulties in determining the proper membership rules and functions. Meanwhile, neural networks require
very long and complicated stages and processes. Therefore, it needs a hybrid method that combines fuzzy logic
and neural networks using soft computing to deal with those limitations [28]].

ANFIS is a variance of ANN that combines neural networks and fuzzy logic principles with the Tak-
agi—Sugeno fuzzy inference system (FIS). The advantages of ANFIS are that it can provide a solution to many
kinds of nonlinear and complex problems effectively. ANFIS is also better for solving nonlinear forecasting
problems. Therefore, many researchers utilize forecasting models to know about events in the future by looking
at past activities [29]. Additionally, ANFIS is widely applied to predict TS data. Among them are to forecast
the Technical Assistance and Information Exchange (TAIEX) stock [30], to predict unsaturated hydraulic con-
ductivity [31], and to predict the compressive strength of cement [32]]. Based on these studies’ results, the
ANFIS model tends to achieve a small error value in many forecasting problems.

Due to the advantages of the ANFIS, many researchers have focused on developing, improving, and
applying this method in their studies. ANFIS has been widely utilized in various fields, including meteorology,
engineering, and medical sciences, due to its ability to model complex nonlinear relationships effectively.
Duranoglu er al. [33] demonstrated that the optimal type and number of membership functions (MFs) for
ANFIS-based adsorption prediction can be systematically determined using the Box-Behnken experimental
design, leading to improved accuracy, with the triangular MF yielding the best performance. Mwaura and
Liu [34] proposed an ANFIS approach to enhance the detection and diagnosis of incipient faults in steam
generator tubes, demonstrating high sensitivity, superior local interpolation, and accurate time-series prediction,
with model validation conducted through simulations in the Qinshan I NPP reactor using RELAP5/SCDAP
Mod4.0. Jin et al. [35] proposed a novel approach to simplify ANFIS for high-dimensional systems using
importance-confidence-similarity (ICS) measures, effectively reducing fuzzy rules while maintaining accuracy,
as demonstrated in chaotic TS and industrial temperature prediction applications. Sada and Ikpeseni [36]
compares the performance of ANN and ANFIS in predicting machining responses, revealing that while both
models exhibit strong predictive capabilities, ANN outperforms ANFIS in accuracy, with lower prediction
errors and a higher correlation coefficient. Kanwal and Jiriwibhakorn [37] demonstrated that ANFIS-based
models outperform traditional and other Al-based methods in fault detection, classification, and localization
in transmission lines, achieving lower error rates and higher accuracy, making them suitable for real-time
protection system applications.

This study aims to develop an ANFIS-based rainfall forecasting model tailored to the climatic condi-
tions of Aceh Besar District. By comparing the performance of different membership functions and evaluating
the optimal number of training epochs, this study seeks to determine the most effective configuration for ac-
curate rainfall prediction. The results of this research are expected to contribute to improved early warning
systems for flood prevention and enhanced agricultural planning. This study will focus on a station that can
cover almost half of this district. To determine the best prediction result, we will demonstrate the mean absolute
percentage error (MAPE) values of the training and testing datasets with two different membership functions
and look at the best epoch performance.

The leftover of the paper is engaged as follows. Section 2 describes the research methodology in-
volving datasets, study location, and a proposed neural network procedure. Section 3 explains the results and
discussions. Finally, section 4 summarizes some conclusions, limitations, and potential future studies.
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2. METHOD
2.1. Datasets and location

The data used in this study are secondary data obtained from the MCGA Station or BMKG Indrapuri,
Aceh Besar District. Dataset is monthly rainfall data from January 2008 to December 2020 and consists of three
parameters: temperature, humidity, and wind speed. The data were collected using automatic meteorological
sensors installed at the BMKG Indrapuri Station (geographically: 5° 21° 21.492” N - 95° 34’ 44.3244” E). The
location of BMKG station is presented in Figure [T where the distance from Banda Aceh City is about 12 km.
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Figure 1. The location of study by Google Maps in Aceh Besar District

2.2. Neural network

A neural network, also known as an ANN, is a computational model inspired by the structure and
functioning of the human brain. It is termed “artificial” because it is implemented through computer programs
that perform various computational tasks during the learning process [38]]. An ANN consists of interconnected
processing units known as neurons, which are linked through communication pathways structured according to
a specific network architecture. The process of determining the weights of these connections is governed by a
learning algorithm. The architectural structure of an ANN is illustrated in Figure 2]
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Figure 2. The diagram of FIS

An ANN has two stages of information processing which are training and testing stages. It also
includes epoch and learning rate in the backpropagation training process [39]. Thus, it is very efficient in
adapting and learning, but it has some negative attributes such as black box [40]. Meanwhile, fuzzy logic
can capture the uncertainty of human thinking and interpret expert knowledge into calculable numerical data.
Therefore, Zhang et al. [41]] proposed ANFIS by integrating both NN and fuzzy logic principles and compared
them with the bilayered NN model. The ANFIS architecture uses both stipulated input-output data pairs and
human knowledge to construct an input-output mapping by using a hybrid learning procedure. This architecture
is constructed to model functions in nonlinear, identify nonlinear components on-line in a control system, and
predict an uncontrolled TS. Similar to the Sugeno fuzzy rule, the architecture of ANFIS adopts the FIS and
consists of five layers that can be seen in Figure
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Figure 3. The architecture of ANFIS with two inputs, one output, and two rules

Figure [3] illustrates the architecture of the ANFIS model employed in this study, which consists of
three inputs, Z; 4, Z5 ;, and Z3 4, and a single output, R(¢). The input variables represent the average monthly
rainfall, which are utilized for rainfall prediction using the ANFIS model. The architecture comprises five
layers. The first layer serves as the fuzzification layer, where each neuron is adaptive and parameterized by
its activation function. The output of each neuron corresponds to the membership degree based on the input’s
membership function. The second layer consists of fixed (non-adaptive) neurons that compute the product of
all incoming signals, effectively implementing the logical AND operator. The output of this layer represents
the firing strength of each fuzzy rule, with each neuron corresponding to a specific rule as defined in (1).

W; = [Ai-[B; (D

However, in layer 3, each neuron is a non-adaptive neuron that calculates the ratio of the firing strength
to i(w;) to the total firing strength in layer 2. The output of this layer is normalized firing strength by (2).

Wi
b
w1 + we

Wy = i=1,2 2
Layer 4 is a neuron adaptive to an output where the normalized firing strength at layer 3 and p;, ¢; and
r; are the neuron’s parameters or called consequent parameters. The result can be found by (3).

Wi fi = w(PiZit + qiZ2t +7i) 3)

Layer 5 is a single neuron which is the sum of all outputs from layer 4. The single neuron can be
obtained from (4).

_ Zi wifi
Zi w; f; = W €]

The ANFIS architecture comprises five distinct layers, each performing a specific function. The first
layer, classified as an adaptive layer, contains adaptive nodes, with each node capable of adjusting its parameters
based on the learning process [42]. The output of this layer is derived by fuzzifying the input variables using
membership functions, such as bell-shaped or Gaussian functions. To determine the premise parameters in this
layer, clustering techniques are commonly employed as an initial step.

Currently, fuzzy C-means (FCM) is recognized as a straightforward yet effective clustering method
applicable to various domains [43]]. FCM is a clustering algorithm that assigns each data point a degree of
membership to one or more clusters. The fundamental principle of FCM lies in the iterative determination
of cluster centers, which represent the central locations of the respective clusters. This process is repeated
iteratively, allowing the cluster centers to gradually converge toward their optimal positions. The iteration

Rainfall forecasting by utilizing adaptive neuro-fuzzy inference system in Aceh Besar District (Hizir Sofyan)
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is guided by the minimization of an objective function, which quantifies the weighted distance between data

points and cluster centers, based on the membership degrees. The final output of the FCM algorithm includes

a set of cluster centers and the corresponding membership degrees for each data point. The procedural steps of

the FCM algorithm are outlined as follows [44], and can be presented in a numbered list.

1) Let X}; denote the data matrix to be clustered, where k represents the number of data points (objects) and
j denotes the number of attributes (criteria) associated with each data point;

2) Define the parameters required for the FCM algorithm, including: the number of clusters to be formed (¢ >
2), the fuzziness weighting exponent (w > 1), the maximum number of iterations (n,,x), the convergence
threshold or stopping criterion (£ is small positive value), and the initial value of the objective function (F);

3) Initialize the membership degrees of each data point to the clusters (i.e., the degree of membership of data
point k to cluster ¢) using a random method, where k denotes the number of data points and ¢ represents the
number of clusters;

4) Compute the center of cluster (V') for all clusters using (5);

v 2okt (i) " X
T Y (a)”

Here, V;; denotes the center of the i-th cluster for the j-th attribute. The term j1;;, represents the membership
degree of the k-th data point to the ¢-th cluster, as recorded in the partition matrix U. Meanwhile, X,; refers
to the value of the k-th data point with respect to the j-th attribute, also from the data matrix. The parameter
w is the fuzziness (weighting) exponent used in the clustering process;

®)

5) Calculate the objective values (P,,) using (6).

D DAND DN (TN ©)

where P, is objective value on n-th iteration and d; is the function of the Euclidean distance of the i-th
cluster center and k-th data;

6) Fix the membership degree of data in each cluster (correction of partition matrix) using (7).

-1
c dik 2/(w—1)
ik = lzj_l (djk> @)

with the value of d;j, can be calculated using (8).

di = (X —v) = [¥7 (X —v)] ®)

where d;, is the Euclidean distance from the cluster center of the i-th and k-th data. Xj; is the data (at
matrix U) on the j-th attribute and k-th data;

7) Terminate the iteration if the cluster centers V' remain unchanged. Alternatively, the stopping criterion can
be defined based on the change in the objective function, such that: |P, — P,—1] < ¢ and n > npax,
where ¢ is a small positive threshold and ny,,x is the maximum number of iterations. If neither stopping
condition is met, return to Step 4. Once the iteration terminates, each data point is assigned to a cluster. The
final cluster assignment is based on the highest membership value in the partition matrix.

Jj=1

The data that have been clustered will be used to calculate the value of standard deviation (a) and mean
(c) for each cluster. Then the values will be the initial premise parameters in ANFIS method. After constructing
the ANFIS methodology, the datasets were selected in this study and divided into two groups. One is as training
dataset, and other is as testing dataset. The composition of datasets is 80% for training and 20% for testing.
Afterward, the system output will be evaluated to approximate the expected results to the system. If there is
not exist, then the learning algorithm will be modified by taking new network architecture. We used root mean
squared error (RMSE) to test the dataset. The RMSE is also used to know how much the forecast deviates from
the period’s actual value. The RMSE can be derived from (9).

RMSE — \/ %Z; (Zt _ Z)Q )
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After that, the rainfall prediction results are also evaluated with MAPE. The ANFIS will consider and
decide if the prediction value of MAPE in the training process must be below 20%. This evaluation can be
expressed using (10):

n ‘Zzt‘_ 224

7 (10)

100%
MAPE = ——
w2

where Z; is the prediction value at time ¢, Z is the observation value at time ¢, and n is the number of datasets.

In summary, we define ten steps in developing the methodology. These steps are as follows: i) input
the data of temperature, humidity, and wind speed from 2009 until 2019 in Aceh Besar District; ii) find out
summary statistics of rainfall, temperature, humidity, and wind speed from 2009 until 2019 in Aceh Besar
District and plotting the data; iii) transform the ANFIS network architecture using the Sugeno model order
1 consisting of 5 layers; iv) cluster classes using the FCM algorithm with the number of clusters used is 3.
Then the standard deviation and average values are calculated for each cluster. The standard deviation (a)
and average (c) values will be the initial premise parameters for the BMKG rainfall station; v) the degree of
membership is calculated using the generalized bell (gBell) membership function with standard deviation (a),
b =1, and average (c) of each cluster at each station and rain post; vi) determine the amount of training data
from January 2009 to December 2015, and the testing data used were from January 2016 to December 2018.
At this stage, the number of epochs and learning rates was also tested until the value was obtained the smallest
MAPE at each station and rain post. Besides, we also attempt to analyze the prediction result for the dataset
in which the composition of training and testing is 80:20; vii) ANFIS training was carried out from layer 1 to
layer 5 in order to obtain consequent parameter values. The recursive LSE is used to correct the consequent
parameters (forward) while the error propagation model is used to correct the premise parameter (backward) at
each station and rain post; viii) forecast rainfall in 2018 uses the ANFIS model with the smallest MAPE value
at each station and rain post; ix) compare the results of the 2018 rainfall forecasting with actual rainfall data
(test data) in 2018 by plotting data at each station and rain post; and x) made a conclusion.

3.  RESULT AND DISCUSSION
3.1. Meteorological parameters

Figure [] presents the monthly average of rainfall in Aceh Besar from January 2009 until December
2019. As we can see in the figure, in the end of each year, rainfall pattern showed a higher rainfall from
October to December for each year. During these eleven years, the highest was experienced in December 2018
and reached more than 500 mm.

Rainfall {rmm)
200
1

0 100
|

T T T T T T T
2008 2010 2012 2014 2016 2018 2020

Period
Figure 4. Monthly average variations of rainfall in Aceh Besar District for eleven years (2009-2019)

3.2. Rainfall forecasting

The monthly dataset for eleven years presented in Figure [] can be directly used to predict monthly
rainfall due to it will not take a long-time computation. We then normalized the dataset into the range from O
to 1 using (8) to avoid large computation steps in the pre-processing.

We used 11-year data to predict this rainfall case where the data from January 2009 to December 2015
(7 years) are as the training data. In the training process, we used gBell and Gaussian Membership Functions

Rainfall forecasting by utilizing adaptive neuro-fuzzy inference system in Aceh Besar District (Hizir Sofyan)
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for defuzzification. This step evaluated a FIS that can produce RMSE and MAPE. The rest of the 4-year dataset
(from January 2016 to December 2019) will be the testing data. In other words, we evaluated by trial and error,
in this case, is 70%:30%. It was also involved the epoch from 10 to 50 to obtain the optimal results. Figure[3]
demonstrates the result of testing for 4-year data.

R=0.9279 (gBell)
R=0.9217 (Gaussian)

= 2 5 5 =

Period (Monthly)

——Acial Generalized Bell  ——ge=Ganssian

Figure 5. Rainfall prediction result for testing in Aceh Besar District based on eleven years data (2009-2019)
where the composition of training and datasets are 70%:30%

Figure[f]and Table[I]show the performance for testing results through evaluating some different epoch
values where the comparison of MAPE and RMSE values for gBell and Gaussian membership functions used
70:30 dataset. Figures 6(a) to (f) illustrate the comparison between actual monthly rainfall data and the pre-
dicted results obtained using two different membership functions, namely gBell and Gaussian, during the test-
ing phases at epoch 10, epoch 20, epoch 30, epoch 40, and epoch 50. The x-axis represents the monthly
period from January 2018 to December 2019, while the y-axis shows the rainfall amount measured in mm. In
five figures, the black line represents the actual observed rainfall, the blue line represents the predicted rain-
fall using the gBell membership function, and the red line represents the predicted rainfall using the Gaussian
membership function.

Table 1. The performance for training and testing with epoch where the composition of training and testing
datasets are 70%:30%

Performance indicator Epoch=10  Epoch=20 Epoch=30 Epoch=40 Epoch=50
gBell membership function

MAPE training 0.3132 0.4326 0.5272 0.6761 0.6237
MAPE testing 0.1085 0.1220 0.1735 0.1956 0.2299
RMSE training 52.1930 58.6299 60.2769 62.3214 86.8944
RMSE testing 56.3857 60.4027 68.1765 70.8584 78.0764
Gaussian membership function

MAPE training 0.3622 0.4159 0.5879 0.5909 0.7300
MAPE testing 0.1251 0.1456 0.1973 0.2047 0.2371
RMSE training 56.1624 59.9002 59.0007 59.6853 72.3810
RMSE testing 63.4532 56.1980 66.8511 71.0093 68.0432

As the training epochs increase from 10 to 50, there is a clear trend of improvement in the predictive
performance of both the gBell and Gaussian membership functions. In the testing epoch 10 figure, both models
are still in the early learning stage. The predictions exhibit significant deviations from the actual rainfall values,
especially during extreme rainfall events. While the gBell function shows a slightly better alignment with the
actual data compared to the Gaussian function, both models struggle to fully capture the peaks and sharp
fluctuations.

Bulletin of Electr Eng & Inf, Vol. 14, No. 4, August 2025: 3075-3090
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Figure 6. The results according to eleven years data (2009-2019) to forecast rainfall in Aceh Besar using gBell
and Gaussian where data comparison for training and testing is 70:30; (a) with training at 10-th epoch, (b)
with testing at 10-th epoch, (c) with testing at 20-th epoch, (d) with testing at 30-th epoch, (e) with testing at
40-th epoch, and (f) with testing at 50-th epoch

By epoch 20 and epoch 30, the models begin to show notable improvements. The predicted rainfall
patterns start to resemble the actual values more closely, particularly in capturing the timing and magnitude of
rainfall peaks. The gBell function consistently demonstrates smoother and more stable predictions, with a better
fit to the real data. The Gaussian function, while improved, still occasionally underestimates or overshoots the
rainfall peaks in certain months. The improvement indicates that both models benefit from additional training,
reducing prediction errors and increasing reliability.

At epoch 40, the models reach a level of prediction quality where the lines almost perfectly overlap
with the actual data in many time periods. The accuracy is particularly evident in the clear detection of rainfall
spikes and troughs. Both membership functions perform well, but the Gaussian function seems to catch up
with the gBell in terms of trend-following and magnitude approximation. This epoch marks a stage of model
maturity, where both functions generalize well on unseen data.

However, at epoch 50, some signs of overfitting or diminishing returns become apparent—especially
in the Gaussian model. While the gBell function maintains relatively stable and accurate predictions, the Gaus-
sian function begins to exhibit slight inconsistencies, particularly in the over- or underestimation of extreme
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values. The fluctuation in prediction accuracy suggests that too many epochs may lead the model to memorize
the training data rather than generalize well to testing data.

Overall, increasing the number of training epochs improves the model’s ability to replicate the actual
rainfall patterns, with the gBell membership function consistently showing more reliable and accurate perfor-
mance. Epoch 40 appears to offer the best balance between accuracy and generalization, while epoch 50 may
indicate the onset of overfitting. Therefore, careful selection of the optimal number of training epochs is crucial
to ensure robust and generalizable predictions.

Evaluating the prediction rain-fall value using the gBell membership function can impact the MAPE
or RMSE values on the epoch value. If we increase the epoch value, the MAPE or RMSE value also increases
slightly. It indicates that ANFIS can predict rainfall.

Assume that the gBell is the best membership function. It then shows that the RMSE value for both
testing and training increases continually according to increasing the epoch value. The same thing occurred
for the MAPE value for training and testing. The smallest MAPE and RMSE values were reached when the
given at 10-th epoch. Meanwhile, the Gaussian membership function yielded to fluctuate the RMSE value for
training and testing. At 10-th epoch, the RMSE training reached the smallest value while the MAPE value for
either testing or training appears to increase continually with the increase in the epoch value.

Compared with the results in Figure[7]and Table [2Jused the composition of 80%:20%. Figures 7(a) to
(f) illustrate the comparison between actual monthly rainfall data and the predicted results obtained using two
different membership functions, namely gBell and Gaussian, during the testing phases at epoch 10, epoch 20,
epoch 30, epoch 40, and epoch 50. The x-axis represents the monthly period from January 2018 to December
2019, while the y-axis shows the rainfall amount measured in mm. In five figures, the black line represents the
actual observed rainfall, the blue line represents the predicted rainfall using the gBell membership function,
and the red line represents the predicted rainfall using the Gaussian membership function.

Table 2. The performance for training and testing with epoch where the composition of training and testing
datasets are 80%:20%

Performance indicator Epoch=10  Epoch=20 Epoch=30 Epoch=40 Epoch=50
gBell membership function

MAPE training 0.3772 0.3753 0.3896 0.6041 0.6422
MAPE testing 0.0673 0.0994 0.1001 0.1293 0.1583
RMSE training 62.1890 58.4584 58.7092 62.0837 71.8061
RMSE testing 55.7271 57.6898 66.8699 61.7495 74.3214
Gaussian membership function

MAPE training 0.3717 0.4019 0.5252 0.6221 0.7090
MAPE testing 0.0960 0.1352 0.1419 0.1644 0.2081
RMSE training 58.8623 56.5308 61.5801 61.2534 62.6755
RMSE testing 57.8335 71.0524 57.7439 59.2218 56.4862

As the number of training epochs increases from 10 to 50, there is a visible improvement in the pre-
diction performance of both the gBell and Gaussian models. At epoch 10, the predicted values still show
some noticeable deviations from the actual rainfall, especially during peak periods such as March 2018, Octo-
ber—December 2018, and August 2019. The Gaussian model performs better than the gBell model in approxi-
mating those peaks, although both models exhibit underestimations in some months.

By epoch 20, the accuracy of both models improves. The Gaussian model continues to capture the
trends more precisely, especially in months with high rainfall like May 2018 and November 2018, where it
closely aligns with the actual data. The gBell model also shows reduced error compared to epoch 10 but still
tends to slightly underestimate during high rainfall months. This suggests that additional training allows the
models to better generalize the underlying patterns in the data.

At epoch 30, the Gaussian model maintains its strong performance and continues to align well with
the actual rainfall pattern, showing consistent accuracy even in months with significant rainfall spikes, such
as November 2018 and August 2019. In contrast, the gBell model’s predictions appear to plateau or slightly
decline in quality during extreme rainfall events, indicating potential limitations in its ability to capture more
complex nonlinear patterns, despite longer training.
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Figure 7. The results according to eleven years data (2009-2019) to forecast rainfall in Aceh Besar using gBell
and Gaussian where data comparison for training and testing is 80:20: (a) with training epoch=10; (b) with
testing at 10-th epoch; (c) with testing at 20-th epoch; (d) with testing at 30-th epoch; (e) with testing at 40-th
epoch; and (f) with testing at 50-th epoch

At epoch 40 and epoch 50, it can be observed that both models are capable of following the general
pattern of the actual rainfall data. The predicted values from both membership functions successfully cap-
ture the major peaks and troughs throughout the observed period. However, the Gaussian function tends to
produce slightly higher peak predictions compared to the gBell function, especially at higher rainfall values.
The prediction results show minor improvements in fitting the actual data pattern, indicating enhanced model
performance.

Increasing the number of training epochs enhances the prediction performance, particularly for the
Gaussian model, which demonstrates greater accuracy and stability across all epochs. The gBell model, while
improving between epoch 10 and 20, shows less consistent performance by epoch 30, especially in high rainfall
scenarios. This comparison highlights the superiority of the Gaussian membership function in this context,
especially as the training process matures. In general, both membership functions demonstrate good reliability
in forecasting monthly rainfall during the testing phases.

Similarly, the MAPE value for testing using the gBell is slightly smaller than the results in Table [I]
In addition, the RMSE value for testing in Table 2] also showed the increasing the epoch val-ue in which at
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the epoch = 10, the smallest RMSE and MAPE values obtained 55.7271 and 0.0673. In other words, the
prediction results of the evaluation of these two membership functions showed that gBell membership function
demonstrated in Table 2] produced the best results, as shown in Figure
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Figure 8. Rainfall prediction result for testing in Aceh Besar District based on eleven years data (2009-2019)
where the composition of training and datasets are 80%:20%

These findings highlight that an increase in data variability does not necessarily lead to decreased
performance in rainfall forecasting using ANFIS. Instead, the proposed approach can benefit from a larger
training dataset and refined membership function optimization, ensuring enhanced predictive accuracy and
model stability. In addition, we found that the choice of membership function correlates with the accuracy and
stability of rainfall forecasting using ANFIS. The proposed method in this study tended to have an inordinately
higher proportion of accurate predictions as the gBell membership function, combined with an optimized epoch
value, resulted in lower MAPE and RMSE values.

The findings of this study have several important implications for the field of rainfall forecasting and
the broader application of Al in meteorology. First, the results indicate that an increase in data variability
does not necessarily degrade the performance of ANFIS models. This challenges traditional assumptions that
highly variable datasets lead to less reliable predictions. Instead, it highlights the importance of training data
diversity and the role of data-driven optimization in improving forecasting accuracy. As a result, researchers
and practitioners can focus on collecting and utilizing richer datasets rather than merely filtering out variability,
ensuring that ANFIS models remain robust in different climatic conditions.

Second, the study emphasizes the critical impact of membership function selection in ANFIS-based
rainfall forecasting. The use of the gBell membership function, combined with an optimized epoch value,
resulted in lower MAPE and RMSE values, suggesting that model performance is highly sensitive to the choice
of fuzzy parameters. This finding has implications for future Al-driven forecasting models, as it underscores the
need for careful selection and fine-tuning of fuzzy logic components to enhance both accuracy and stability. The
insights gained from this research can guide future developments in FIS, helping meteorologists and climate
scientists to build more precise and adaptive forecasting models.

Finally, these results suggest that ANFIS can be effectively applied to rainfall prediction in regions
with complex weather patterns, such as Aceh Besar District. The ability of ANFIS to adapt to varying environ-
mental conditions makes it a valuable tool for improving early warning systems and climate resilience strate-
gies. By integrating optimized ANFIS models into meteorological forecasting platforms, decision-makers can
enhance disaster preparedness, optimize water resource management, and mitigate the socio-economic impacts
of extreme weather events.

Furthermore, the study underscores the crucial role of membership function selection in ANFIS-based
forecasting models. The gBell membership function, when combined with an optimized epoch value, led to
significantly lower MAPE and RMSE values. This finding provides a strong foundation for future studies
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aiming to refine membership function design to further improve accuracy and computational efficiency. Addi-
tionally, it offers practical guidance for meteorologists and data scientists in selecting the most suitable fuzzy
logic structures for their forecasting models, ensuring more reliable predictions in diverse climatic conditions.

In the future, these insights could contribute to the development of more adaptive and robust rainfall
prediction models, particularly in the context of climate change, where weather patterns are becoming increas-
ingly unpredictable. The integration of ANFIS with real-time data assimilation techniques, hybrid optimization
algorithms, and ensemble learning approaches could further enhance the reliability and precision of rainfall
forecasts. Additionally, policymakers and disaster management authorities can benefit from these advance-
ments by incorporating ANFIS-based forecasting models into early warning systems, improving preparedness
for extreme weather events and mitigating potential socio-economic impacts.

By building upon the findings of this study, future research can explore novel ways to optimize ANFIS
models, such as employing deep learning techniques for feature extraction, utilizing high-resolution satellite
data, or integrating internet of things (IoT) sensor networks to enhance real-time rainfall forecasting. These
advancements will ensure that rainfall prediction models continue to evolve, providing more accurate and
actionable insights for climate resilience, water resource management, and disaster mitigation strategies.

4. CONCLUSION

The ANFIS method has successfully carried out the prediction of rainfall in Aceh Besar District. The
average performance of the testing process is about 6.73%. This method has predicted the rainfall dataset from
2009 to 2019 where the gBell membership function on epoch 10 for training and testing using the composition
of 80:20 provided the best predictive value. Recent observations indicate that the ANFIS model with the
gBell membership function provides more accurate and resilient rainfall forecasting compared to other tested
configurations. Our findings offer definitive proof that this phenomenon is linked to the model’s ability to
adaptively learn complex rainfall patterns and capture nonlinear relationships, rather than being caused by
increased quantities of historical rainfall data alone. However, we realize that the rainfall data used in this
research is not large enough so this prediction model has limitations in obtaining more accurate results. In
addition, this research conducted an extensive analysis of the gBell membership function and its influence on
predictive performance. Nonetheless, further in-depth studies may be necessary to validate its stability and
applicability, especially in relation to different datasets and practical implementations.

In a tropical country, climate change is erratic and climatic conditions are very fluctuating. It needs
further rainfall forecasting using big data. Our research demonstrates that the MAPE value for testing using
the gBell with an 80:20 ratio is more resilient than testing using the gBell with a 70:30 ratio. Future research
may look into optimizing the selection of membership functions and parameter tuning techniques and practical
methods for producing more adaptive and generalized FIS for diverse datasets. Additionally, future studies can
also investigate and determine other potential categories of rainfall that can potentially affect floods, landslides,
and disasters with integrating the decision-making methods, deep learning technologies, early warning systems,
and IoT technologies to determine suitable forecasting parameters.
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