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1. INTRODUCTION

Cooperatives are a unique business model because they serve economic goals and social purposes.
Cooperatives are not solely driven by profit but also prioritize cooperation, social justice, and the welfare of
their members [1]. A cooperative allows its members to control the business since the venture has no
shareholders. Consequently, cooperative activities' economic and social benefits remain as large as possible
in the community where the cooperative was established [2]. Trust is social capital that is believed to increase
the participation of cooperative members. In 2016, there were 3 million cooperatives around the world that
experienced rapid growth [3]. The world's 300 largest cooperatives collectively reported a turnover of
US$2.018 trillion. This turnover reflects that cooperatives contribute to a country's economic growth [4].

In its development, cooperatives experience various challenges ranging from managerial problems
to capital problems [5]. Cooperative health is the focus of attention of both the government and academia
because of its strategic role as an essential pillar in a country's economy. This condition encourages research
on cooperative health predictions to be essential. Research in accounting and finance has found empirical
evidence of the effectiveness of financial ratios in predicting the health condition of organizations both in the
private sector as suggested in the previous research [6]-[11]. In line with that, there are similar studies in
public sectors [12]-[15]. There are also studies investigating financial ratios in predicting the health condition
of cooperatives [16], [17]. These studies reflect that financial ratios could serve as tools for management and
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financial report users such as investors, creditors, employees, and governments to better understand business
entities' business health condition.

Cooperative financial performance refers to the extent to which the cooperative can generate profits,
manage debt and equity, and meet financial obligations promptly. The health of the cooperative can be seen
from the financial aspect by looking at the value of debt to equity ratio (DER), net profit margin (NPM), and
return on equity (ROE). DER is one of the indicators to measure the level of solvency, while NPM and ROE
measure profitability. High DER indicates that the cooperative has a high financial risk because it has an
enormous debt to pay creditors. In contrast, low DER indicates that the cooperative is more stable because its
business activities obtain funding from the capital of its members. Meanwhile, the high NPM and ROE ratio
value means that cooperatives are more efficient and profitable, and vice versa [16].

This research addresses the challenge of predicting DER, NPM, and ROE values to assess
cooperative health, leveraging the bidirectional long short-term memory (BiLSTM) approach tailored for the
complex patterns of cooperative financial data. Unlike public entities, cooperatives do not publicize their
financial statements, only reporting to members at the annual member meeting. The study introduces the
BiLSTM OptiFlow model, which combines BiLSTM architecture with an optimal decayed learning rate, and
compares its performance against other deep learning methods like recurrent neural network (RNN), long
short-term memory (LSTM), and gated recurrent units (GRU). Utilizing data from Indonesian cooperatives
from 2000-2021, sourced from the Indonesian Ministry of Cooperatives and SMEs, the research seeks to
determine the most effective deep-learning method for forecasting financial health in cooperatives.

2. LITERATURE REVIEW

Previous studies have addressed financial forecasting problems using various statistical approaches.
Few used seasonal autoregressive integrated moving average (SARIMA) and autoregressive integrated
moving average (ARIMA) to predict stocks [18], [19]. The ARIMA model is explicitly used for short-range
predictions and has weaknesses because it is challenging to confirm long-term investment performance.
Moreover, financial data is volatile and influenced by government policies, global economic conditions, and
other disasters. Research by Devi et al. [20] found that those who studied forecasting with ARIMA got an
accuracy of up to 38%. The next model that still uses statistics is the Bayesian model, often used as a
comparison model with the latest artificial neural network (ANN) developments. The study [21] used
Bayesian models to predict and yield an accuracy of up to 78%. Research with statistical approach models
that have been mentioned often produces incorrect predictions caused by underfitting and overfitting
conditions, so the model needs to be more reliable to predict financial problems.

Since the statistics approach models often get inaccurate results, ANN models are often used for
forecasting [22]. Lakshminarayanan et al. [23] used the Elliot wave indicator and technical analysis alone to
predict 5 Stocks. The results produced with ANN are more accurate than statistical models, which is 93.83%.
These findings suggest tuning the inputs and models may also improve model performance. Many types of
architectures and tuning were developed to improve the performance of this model, such as convolutional
neural network (CNN), LSTM, and GRU [24]-[26]. Cao and Wang [26] proposed a new model with a
combination of CNN+SVM to predict stock indexes from various countries. They focus on tuning the model
on historical data input with down sampling and produce a model that maximizes its ability even though it
does not include the number of prediction results.

The LSTM and GRU models proposed by [24] forecast CNPC's stock price. Results from both
models show that LSTM has better capabilities with lower mean squared error (MSE), root mean squared
error (RMSE), and mean absolute error (MAE) values than the GRU model. Although LSTM is better than
other models, researchers revealed that GRU has a faster prediction time than LSTM due to the number of
internal gating and fewer parameters. Another form of development of LSTM is BiLSTM, which is a
sequence processing model consisting of 2 LSTMs that function to receive forward and backward inputs. The
strength of this model is that the model better understands the context from the past and the future so that the
prediction results can be more relevant [27], [28]. Bi-LSTM is widely used for forecasting, one of which is
research on stock price forecasting from Bhutan tourism corporation limited (BTCL), which uses a
comparison of LSTM, ConvLSTM, and GRU models [29]. That research reveals that with a small amount of
model tuning, Bi-LSTM performs best with an R-squared value of 95.93%.

The OptiFlow method optimizes the learning rate by using a decay strategy. This approach
gradually reduces the learning rate over time to avoid overshooting the global minimum while ensuring faster
convergence. The process begins with a large initial learning rate (e.g., 0.1) and applies the decay function,
reducing the rate based on changes in the loss function. Improper learning rates can prevent model training
from being slow or difficult to converge. In some cases, a learning rate that is too high can cause the model to
jump to the global minimum, while a very low learning rate can keep the model stuck at the local
minimum [30]. A study experimented with adjusting the learning rate on VGG and RESNET models for
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detecting the CIFAR-10 photo data classification [31]. They found that tuning the learning rate with the
decay learning rate technique could help achieve faster convergence and better results in the task.

3. METHOD

The study introduces BiLSTM OptiFlow, a model that uniquely combines a LSTM bidirectional
architecture with an optimal learning rate search method featuring a decayed rate. This approach focuses on
identifying the optimal rate by tracking the lowest loss value during training, a significant departure from
conventional fixed-rate training. Figure 1 illustrates the process flow, starting from data transformation of a
feature-rich dataset into training and testing divisions. The training phase aims to determine and apply the
best learning rate while training the model, which is then evaluated using the testing data.
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v
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Model Training with
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Figure 1. Proposed method

3.1. Data collecting

This study used official data from the Ministry of Cooperatives and SMEs of the Republic of
Indonesia in charge of cooperatives and small and medium enterprises. Data is available on
https://kemenkopukm.go.id/data-koperasi website; the available data is in the form of an aggregate table of
each province in Indonesia from year to year from 2000 to 2021.

3.2. Data transformation

After collecting raw data from each province in Indonesia, a transformation process was undertaken
to analyze the health performance of cooperatives using three key indicators. The first, DER, measures the
total debt, assumed here as external capital, against own capital. The second, NPM, indicates how much net
income is generated for every Rp. 100 in sales. The third, ROE, evaluates how effectively cooperatives use
their capital to generate net income. These indicators help members understand their strategic role in the
cooperative's development and assess its management.

Total External Capital

DER =

x 100 1)

Equity Capital

NPM = Net Income x 100 (2)

Business Volume
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Net Income
ROE =

- Equity Capital

x 100 3)

3.3. Data splitting

The data splitting process is critical in model building and model performance evaluation in data
science and machine learning. The goal is to divide the dataset into two subsets: training and testing data.
Larger datasets are used to train the model, while smaller datasets are used to test how much the built model
can generalize to never-before-seen data. Data splitting is essential to avoid the problem of overfitting, where
the model might memorize the training data without understanding the underlying pattern. Separating the test
data can objectively measure the model's performance and identify whether the model can generalize well.

3.4. Model training with decayed learning rate

Model training with a decayed learning rate is used to find the best learning rate in training models
in data science and machine learning. The main goal is to determine the optimal learning rate so that the
model can achieve convergence quickly without causing divergence or stagnation in the training process.
This process starts by initializing the initial learning rate at an enormous value, for example, 10e-1. Then, this
learning rate is gradually lowered, considering specific decay schemes, such as reducing the learning rate
every few epochs or based on changes in the loss function. These steps help explore different learning rates
and find the most appropriate value for the trained model. In the early stages of training, a small learning rate
allows the model to understand patterns in the data.

The Figure 2 shows that the learning model (epoch increases) over time, and the learning rate
increases to optimize the training process and achieve faster convergence. However, if the learning rate is too
large, the model may trip or fail to reach the global minimum. Therefore, decay measures help prevent this
problem. One thing to note is that the picture above is significant. Nevertheless, the results may not show the
learning rate starting with the number 1 because it is influenced by the optimizer used.
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Figure 2. Learning rate decay strategy

3.5. Bidirectional long short-term memory forecasting model

BIiLSTM is a recurrence neural network model used in various applications, including time series
forecasting. LSTM was developed to address the problem of long-term dependency in time sequence data,
where vital information from the past can be blurred or lost in ordinary neural networks. Using a gate
mechanism, LSTM allows the model to remember long-term and short-term information, making it suitable
for analyzing time series data with complex temporal relationships.

The neural network architecture illustrated in Figure 3 is designed to effectively capture both
temporal and spatial features of data for predictive analysis. It begins with a Lambda layer that processes data
without adjustable parameters, maintaining the integrity of the input. Following this is a bidirectional layer,
consisting of sub-layers with outputs of (None, 2, 64) and (None, 128), enabling learning from data
sequences in both directions to better understand contextual relationships. Subsequently, two dense layers
output shapes of (None, 16) and (None, 1), pivotal for connecting neurons and formulating predictions by
integrating previously learned features. The model concludes with another parameter-free Lambda layer,
mirroring the first to finalize data processing, ensuring each component efficiently contributes to the model’s
predictive capabilities as depicted in Figure 3.

BiLSTM OptiFlow: an enhanced LSTM model for cooperative financial health forecasting (Evi Maria)



2008 O3 ISSN: 2302-9285

Layer (type) Output Shape Param #
Lewvda (Lamoda) | one, 2, 1) e
bidirectional (Bidirectiona (None, 2, 64) 8704

1

bidirectional 1 (Bidirectio (None, 128) 66048

nal)

dense (Dense) (None, 16) 2064
dense_1 (Dense) (None, 1) 17
lambda_1 (Lambda) (None, 1) 2]

Figure 3. Stacked Bi-LSTM model

3.6. Model evaluation

The process of evaluating forecasting models using the MAE, mean absolute percentage error
(MAPE), and MSE metrics is a critical step to understanding how well the model performs predictions and
measures the quality of prediction results. This evaluation compares the model's predicted value with the
observed data's actual value. Those metrics help identify how our model can make accurate estimates in line
with the original data.

1
MAE = < XLy |y — ¥l 4)
100% i~
MAPE = == 3L, [ (5)
1
MSE =~ %L, (i — »)? (6)

where, y; is actual value, y is predicted value, and N is data size.

4. RESULTS AND DISCUSSION
4.1. Data collecting

By downloading various cooperative recapitulation files in Indonesia from 2000-2021 from the web
https://kemenkopukm.go.id/data-koperasi, researchers get 11 features aggregated per province. The study
focuses only on transforming the data in (1)-(3); therefore, features other than those used in the formula will
be removed. The results of this process can be seen in Table 1, which displays cooperative recapitulation data
in Indonesia with examples in 2021 in million rupiah.

Table 1. Indonesian cooperative recapitulation data for 2021

No Province Equity capital  External capital  Business volume  Net income
1 Aceh 1.401.963,26 199.155,16 1.564.088,47 242.810,03
2 North Sumatra  6.423.080,40 1.804.598,89 6.269.050,03 387.281,66
3 West Sumatra  2.816.986,32 1.524.268,57 4.008.031,30 209.190,14
4 Riau 1.841.508,85 1.478.263,54 2.645.162,41 177.276,19
33 Papua 246.542,21 281.523,22 237.775,70 17.384,49
34  West Papua 44.459,70 281.523,22 40.883,11 6.682,22

4.2. Data transformation

After getting raw data about the recapitulation of cooperatives in Indonesia, the data will be
converted into several indicators so that information when forecasting becomes insightful. The features, as
shown in Table 1, equity capital, external capital, business volume, and net income, will be included in
(2)-(3). After entering (1)-(3), DER, NPM, and ROE indicators per province will be obtained. The results of
this transformation can be seen in Table 2.
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Table 2. Get DER, NPM, and ROE from 2021 data
No Province DER NPM ROE
1 Aceh 14,20544787  15,52405984  17,31928624
2 North Sumatra  28,09553637 6,177677 6,029531562
3 WestSumatra  54,10990317 5,219274 7,426026123
4
5

Riau 80,27458244  6,701901907 9,626681403
Jambi 64,19308581 4,666580815 14,36266699

33 Papua 11,10201373  7,311298001  7,05132399
34 West Papua 47,55468435  16,34469589  15,02983601

After transforming Table 2 to all years, it is time to aggregate the three indicators, i.e., DER, NPM,
and ROE per year. After aggregating these three indicators per year, time-series data from DER, NPM, and
ROE from 2000 to 2021 are ready for forecasting. Table 3 shows the time series data used for the time series.

Table 3. DER, NPM, and ROE from 2000 to 2021
Year DER NPM ROE
2000 182.976312 3.003612 10.187870
2001 139.509966 8.093034  26.790250
2002 172.412072 3.478805 11.536596
2003 158592808 5.908170 19.871860

2020 114.094680 4.151563  9.110025
2021 116106779 3.936990  7.837024

4.3. Data splitting

The data in Table 3 will be divided into 2: training and testing data. The training data will take 2000
to 2016 to find the optimal learning rate and train the model. Data testing on this model ranges from 2017 to
2021. Testing data that the model has never seen will then be used to evaluate the model.

4.4. Model training with decayed learning rate

This process will find the best learning rate based on the learning rate scheme seen in Figure 2. The
BiLSTM model will conduct training with training data from 2000-2016 in Table 3, carried out in as many as
100 epochs so that the learning rate with a minor loss will be considered the best. Figure 4 shows the search
for learning rate using the decayed learning rate of the DER indicator. The training process showed that the
learning rate from 10-2 to 10-4 enabled the model to learn data patterns well with a constant loss of less than
50. The learning rate after 10-4 to 10-6 shows a loss that increases exponentially until the loss value reaches
almost 125. This high loss value was caused by a learning rate that was too small. It showed that the learning
model learned too slowly, and the predicted value needed closer to the actual value. This feature's most
optimal learning rate value was 0.0025, with a loss value of 9.46.
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Figure 4. Decayed learning rate of the DER indicator
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The search for learning rate using decayed learning rate is shown in Figure 5, where the model will
learn with a decreased learning rate. The difference from the learning rate in the DER feature is that the
smaller loss range is between 0-10. The smaller loss range occurs because the range of NPM features is also
tiny compared to DER. Learning rates at 10-3 to 10-5 have a stable loss value and the possibility of an
optimal learning rate in this range. In the following range, 10-5 to 10-6, loss values keep increasing and are
unstable. The increase in the DER indicator is due to the learning rate value being too small, so it cannot find
the value. It even gets stuck in the local minima, so the prediction must still be closer to the original value.
Based on the graph, it is known that the most optimal learning rate is 0.000178, with a loss value of 0.4954.

Loss.

OTTITIT T T 1 I TITTTT T T I ITITTT T T T ITITT T T T T
107 107" 1074 107* 10-¢
Learning Rate

Figure 5. Decayed learning rate of NPM indicator

Figure 6 shows the training results with a decayed learning rate from the ROA feature. Almost the
same as the NPM feature, the resulting loss value range is higher than the DER feature because the ROA
feature range is higher than DER. However, there is a difference between the two previous features; they are
unstable loss values from the largest to the most minor learning. The unstable loss occurs due to the batch
values that do not match the data, or in other words, they are inconsistent data patterns. This process
produces the most optimal learning rate value for the ROA indicator, which is 0.00013 with a loss value
2.3786.
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Figure 6. Decayed learning rate of ROA indicator

4.5. Bidirectional long short-term memory forecasting

This process involves using LSTM methods with a bidirectional approach, allowing the model to
process data forward and backward simultaneously. Previously, the model has searched for optimal and
decayed learning rates to improve model performance. Through this experiment, accurate prediction results
can provide valuable insights for stakeholders in making strategic decisions to improve cooperative
performance in the future.
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Figure 7 is the result of forecasting the DER indicator with the proposed model compared to other
RNN models. In the training phase (2002-2016), it was seen that the proposed model, LSTM, and GRU had
prediction results closer to the original value compared to RNN, whose prediction results increasingly
reached the original value. In the testing phase (2017-2021), the proposed model performed better than the
other three algorithms. The RNN algorithm does predict closer values, but the model underfits so that the
resulting predictions are only like horizontal lines. The LSRM and GRU models experience overfitting, as
shown in the training phase. The results are always almost equal to the original value, but in the testing data,
the performance decreased because the prediction was far from the actual value.
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Figure 7. DER forecasting

Figure 8 shows the predicted NPM indicator value; the prediction results show that all models show
underfitting. The underfitting occurs because of data that has no pattern or is too fluctuating and too little
data. Although all models do not fit well, the proposed model still can predict the NPM value well, as
evidenced by specific years, i.e., 2003, 2008, 2014, and 2016, closer to the original value than the other three
models.

Proposed Model
=== RNN
81 —=- LSTM
=== GRU
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Year

Figure 8. NPM forecasting

The predicted value of the ROA indicator with the proposed model compared to 3 other models is
shown in Figure 9. At this value, the proposed model, LSTM, and GRU show more or less the same
performance, so the exact results of which model is the best will be carried out in the following process:
model evaluation. The RNN model seems unable to understand data patterns, with predicted results tending
to be a straight line from training data to testing data.
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Figure 9. ROA forecasting

4.6. Model evaluation

This process involves using LSTM methods with a bidirectional approach, allowing the model to
process data forward and backward simultaneously. Previously, the model has searched for optimal and
decayed learning rates to improve model performance. Through this experiment, accurate prediction results
can provide valuable insights for stakeholders in making strategic decisions to improve cooperative
performance in the future.

This process will produce the previous prediction process's MAE, MAPE, and MSE values. The
results of the predictions in Figures 7-9 show that visualized performance differs depending on data patterns
and model capabilities. The process uses (4)-(6) to determine the best model for each indicator.

Table 4 shows the results of forecasting evaluation of DER indicator values that illustrate the
performance comparison of four different models, proposed model, RNN, LSTM, and GRU, in three main
evaluation matrices: MAE, MAPE, and MSE. The evaluation results show that the proposed model has the
lowest MAE of 15.155, indicating that the average prediction error between the actual value and the value
predicted by the model is relatively lower than other models. In addition, while the proposed model's MAPE
of 14.019% is not the lowest, it is comparable to other models, with the GRU model showing a slightly better
MAPE of 13.758%. Regarding MSE, the proposed model also showed better performance with a value of
17.405, indicating that the error spread between the prediction and the actual value is relatively lower than
other models.

Table 4. Evaluation metrics of the DER indicator

Type MAE  MAPE  MSE
Proposed model  15.155 14.019  17.405
RNN 17512 17.047 20.648
LSTM 16.303 14.697 22.775
GRU 15555 13.758 21.144

Although there are variations in performance between the LSTM, GRU, and proposed model, the
proposed model consistently performs better in forecasting the DER indicator based on the MAE and MSE
evaluations. However, the proposed model's performance in terms of MAPE is comparable to GRU, which
shows a slightly better result. Overall, the evaluation results suggest that the proposed model is a reliable
choice for predicting the value of the DER indicator.

Table 5 shows the evaluation results of four forecasting models—proposed model, RNN, LSTM,
and GRU—against NPM indicator values. While the proposed model performs well, it does not consistently
outperform all other models in every metric. The proposed model has the lowest MAE of 1.116, indicating
that its predictions have the smallest average error compared to the other models. However, in terms of
MAPE, the proposed model's value of 24.637% is slightly higher than that of the LSTM model, which has
the lowest MAPE at 23.472%, indicating a smaller prediction error percentage for LSTM.

In terms of MSE, the proposed model shows a favorable result with a value of 1.368, although
LSTM follows closely with a value of 1.802. The RNN and GRU models demonstrate lower performance
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across all metrics, with notably higher prediction errors. Despite LSTM showing competitive results,
particularly in MAPE, the proposed model still shows strong performance overall, making it a reliable option
for forecasting the NPM indicator, though LSTM could also be considered depending on the specific metric
of interest.

Table 5. Evaluation metrics of NPM indicator

Type MAE MAPE MSE
Proposed model 1.116 24.637 1.368
RNN 3561 75.828 3.774
LSTM 1435 23472 1.802
GRU 2.966 64135 3.218

Table 6 presents a performance comparison of four models—proposed model, RNN, LSTM, and
GRU—using evaluation metrics MAE, MAPE, and MSE. The proposed model outperforms the others with a
MAE of 2.922, signifying a lower average error in predicted versus actual values, and a MAPE of 24.861%,
indicating fewer percentage errors compared to the RNN and LSTM models. It also maintains a competitive
MSE of 3.238, showing a lower variance in prediction errors. While the LSTM and GRU models
demonstrate competitive performance in certain metrics, the proposed model consistently leads in MAE and
MAPE, establishing it as the most reliable for predicting ROE values among the models tested.

Table 6. Evaluation metrics of the ROA indicator

Type MAE MAPE MSE
Proposed model 2.922 24.861 3.238
RNN 3.920 36.830 4.417
LSTM 2999 25960 3.314
GRU 2.986 26.704 3.320

In various experiments that have been conducted, it is seen that the performance of the proposed
model consistently outperforms other models in Cooperative Financial Health Forecasting. The MAE results
show that the model has a relatively small error in predicted values versus actual values. The MAPE value
also shows that the average prediction error of the model is still acceptable. Meanwhile, the MSE results
show that the model is quite consistent in the predictions produced without any major fluctuations. Thus, the
proposed model offers a powerful approach to cooperative financial forecasting, with significant implications
for the decision-making process in cooperative management.

5. CONCLUSION

The study benchmarks the Bi-LSTM model against other models, including RNN, standard LSTM,
and GRU, using estimation metrics such as MAE, MAPE, and MSE. The results clearly demonstrate that the
Bi-LSTM model consistently outperforms the others, achieving the lowest values for MAE, MAPE, and
MSE. This superior performance underscores the model’s ability to accurately predict the financial health of
cooperatives, ensuring their viability and sustainability in the long run. Moreover, it would be valuable to
explore the applicability of the BILSTM OptiFlow model across other financial sectors, while also
considering alternative optimization techniques that utilize adaptive learning rate schedules based on Hessian
or gradient magnitudes. The data used in this study was drawn from Indonesian cooperatives spanning the
years 2000 to 2021. Although these findings are directly relevant to this dataset, future research should
investigate the model’s potential to generalize to cooperatives in other regions or countries, particularly those
with differing financial structures and reporting practices.
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