
Bulletin of Electrical Engineering and Informatics 

Vol. 14, No. 3, June 2025, pp. 1990~2003 

ISSN: 2302-9285, DOI: 10.11591/eei.v14i3.8658      1990  

 

Journal homepage: http://beei.org 

The effect of feature selection with optimization on taxi fare 

prediction 
  

   

Amany A. Naim1, Asmaa Hekal Omar1, Asmaa A. Ibrahim1, Asmaa Mohamed1, Naglaa M. Mostafa1,2 

1Department of Mathematics, Faculty of Science, Al-Azhar University, Cairo, Egypt 
2Department of Computer and Information Science, Applied College, Taibah University, Kingdom of Saudi Arabia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Oct 4, 2024 

Revised Dec 20, 2024 

Accepted Mar 9, 2025 

 

 Feature selection plays a key influence in machine learning (ML); the main 

objective of feature selection is to eliminate irrelevant and redundant 

variables in different classification problems to improve the performance of 

the learning algorithms. Classification accuracy is improved by reducing the 

number of selected features. Many real-world problems, such as taxi fare can 

be predicted by ML. This paper proposes feature selection using genetic 

algorithm (GA) optimization to predict taxi fare. Experiments are performed 

on real datasets of taxi fare, and this paper uses eight classifiers to evaluate 

the selected features. The performance of the classifiers is assessed using 

various performance metrics. The results are compared with feature selection 

without optimization. The proposed method records high classification 

accuracy when evaluated by three types of classifiers (random forest, 

AdaBoost, and Gradient Boost). The results indicate that the prediction 

accuracy of the proposed method is 99.7% on taxi fare dataset. 
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1. INTRODUCTION 

Taxis play an important role in urban public transportation. So, accurate taxi fare forecasting is 

crucial for service providers and customers alike, as it facilitates improved planning, pricing, and budgeting 

for transportation requirements. The increasing use of data-driven methods and developments in machine 

learning (ML) and optimization techniques have enabled the development of more accurate and economical 

models for predicting taxi fares [1]. Feature selection and predictive modelling are essential components of 

ML systems. As modern datasets increase in size and complexity, it becomes more challenging to accurately 

identify meaningful inputs and map them to desired outputs [2]. 

This paper examines the methods used in feature engineering and classification modelling for 

supervised learning challenges. The feature selection domain investigates various categories, such as filter 

methods, wrapper methods, and embedding techniques [3]. Filter approaches [4] utilise inherent data 

characteristics, such as inter-feature correlation, to evaluate the significance of incoming data without 

considering the model. Wrapper approaches [5] assess feature subsets by measuring the performance of a 

selected classifier. Embedded approaches incorporate variable selection directly into the process of 

constructing the model. In addition to these methods, metaheuristic search algorithms such as genetic 

algorithm (GA) can effectively explore the combinatorial feature space using biologically inspired 

optimization techniques [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The paper examines a wide range of inductive biases in categorisation learning. Instance-based 

methodologies, such as k-nearest neighbor (KNN) models, store training examples and evaluate fresh 

samples based on their similarity to previously stored cases. Decision trees (DT) divide the feature space into 

smaller sections by finding splits aligned with the axes and maximising purity. Support vector machines 

(SVM) utilise kernelised feature spaces to discover the most effective separation hyperplanes. Ensemble 

methods, such as random forests, utilise many DT to enhance forecast accuracy by reducing variation. 

This research presents a system that utilises GA to determine the most suitable attributes for precise 

fare classification. Utilising GA-guided search has demonstrated encouraging outcomes for  reducing 

dimensionality in ML datasets [7], [8]. The main concept is to utilise the GA to systematically investigate 

various combinations of input factors inside taxi data and identify the ones that yield the most accurate fare 

prediction model. Utilising this subset of predictive features rather than the original variables offers several 

benefits, including increased model interpretability, quicker training periods, and enhanced accuracy [9]. This 

paper presents two distinct contributions. GA uses binary encoding, and specialised operators is constructed 

to explore the feature space. The classification accuracy on a held-out set determines the fitness score for 

evolving informative feature subsets. Furthermore, the GA-selected reduced features are used to construct 

and analyse various machine-learning models for fare classification, assessing the enhancement in 

generalisation compared to traditional full-feature methods. 

The results illustrate the efficacy of employing GA-based feature selection to improve the 

performance of ML models for fare prediction. The GA identifies optimal feature subsets, resulting in 

simpler, faster, and more accurate models than those obtained using brute-force methods. These findings 

have consequences for developing ML systems that are ready for production and can accurately estimate 

taxi/ride-sharing fares. The subsequent of the paper is organised as follows: it consists of four sections: 

section 2 discusses the methodologies which are used in this study; section 3 explicates the proposed method; 

and section 4 shows the experimental results of the experiment and discussion. Section 5 summarises the 

results of this work and draws the conclusion. 

 

 

2. METHOD 

ML provides various effective methods for classification tasks, each with unique advantages and 

uses. This overview examines various widely used techniques, such as KNN, SVM with linear and radial 

basis function (RBF) kernels, DT, random forests, logistic regression, GradientBoost, and AdaBoost. These 

algorithms encompass a range of methodologies, ranging from essential instance-based learning to complex 

ensemble methods. Comprehending these methods' fundamental principles is essential to select the most 

appropriate algorithm for a certain task and interpret its outcomes effectively. 

 

2.1.  Feature selection 

Currently, practitioners and researchers handle extensive data sets comprising hundreds to several 

thousand attributes. Feature selection is a dimensionality reduction method aimed at identifying a subset of 

relevant characteristics from those of lesser significance, while preserving optimal predictive performance. 

This task is justified by multiple factors: reduced computing expense for training and forecasts, enhanced 

predictive strength, and increased interpretability. However, distinguishing between relevant and non-

relevant features is not trivial, so many selection methods exist [6]. 

The selection of method significantly impacts the behavior of the final model; therefore, ML 

developers must comprehend the employed methodologies to effectively communicate their judgments to 

stakeholders, which include regulators. Feature selection for supervised learning tasks can be categorized 

into: i) filtering, ii) wrapper, or iii) built-in approaches [7]. In the literature, several metaheuristic algorithms 

have been developed and used to solve feature selection problems: GA [8], simulated annealing (SA) [9], ant 

colony optimization (ACO) [10], differential evolution (DE) [11], particle swarm optimization (PSO) [12], 

artificial bee colony (ABC) [13], and firefly algorithm (FFA) [14]. 

 

2.2.  Genetic algorithm 

The GA, derived from the evolutionary process of genetics, was proposed by Holland in 1975 [15]. 

It is a globally adaptable heuristic search approach commonly employed to identify an optimal solution to a 

specified problem [16], [17]. Every chromosome in the GA signifies a solution to the specified problem. 

All chromosomes comprise the population, and the number of chromosomes within the population is 

termed the population size. The fundamental components of the GA are the crossover and mutation 

operators, which produce offspring by combining genetic information from several parents and maintain 

genetic diversity throughout generations through the probabilistic modification of particular genes [18]. The 

researchers have proposed different variants of GA that have been extensively used in diverse fields. GA can 
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be categorized into six primary types depending on various coding schemes: binary, octal, hexadecimal, 

permutation, value-based, and tree-based [8], [19]. 

The GA is a method for addressing optimization issues grounded in the biological principles of 

evolution, specifically natural selection. A GA is an effective variant of the standard evolutionary algorithm 

that selects random solutions from the current population at each step, designates them as parents, and 

utilizes them to generate the next generation of offspring through a series of processes. The researchers have 

introduced several iterations of GA that have been widely employed in various fields. GA can be categorized 

into six principal types based on distinct coding schemes: binary, octal, hexadecimal, permutation, value-

based, and tree-based. They employ biological operations, specifically reproduction, selection, crossover, and 

mutation [20]. The fundamental progression of a GA solution is illustrated in Algorithm 1. 

 

Algorithm 1. Generic GA 

1. Start 

2. Initialise population randomly (say P) 

3. Define fitness function of the problem  

4. Determine the fitness of the population 

5. While !Converging or Optimum not achieved do 

6.    Parent selection from  population 

7.    Crossover operation for new population generation 

8.    Perform mutation on the new population 

9.    Calculate fitness of new population 

10.  End 

11.  If optimum achieved, display the final result 

12. Stop 

 

The procedures of GA are as follows: i) a genetically appropriate representation of the solution 

domain in a computaionally suitable for computation, ideally binary representation (0 and 1) [21]; ii) a 

function to assess the efficacy of the solution or the population created (fitness function); and iii) data 

Initialization. Each potential answer is often depicted as a bit array. Arrays and other data structures can be 

utilized similarly [22]. 

The primary attribute of these genetic representations that renders them advantageous is the 

straightforward alignment of components, which facilitates crossover procedures. Utilization of variable-

length representations is feasible; nevertheless, it complicates cross-implementation processes. 

 

2.3.  Classification in machine learning 

Classification is a supervised ML technique in which the model endeavors to predict the accurate 

label for specified input data. Classification entails thorough training the model utilizing training data, 

subsequently assessing it with test data, and employing it for predictions on novel, unseen data. In ML 

classification, there exist two categories of learners: lazy learners and eager learners. Eager learners are ML 

algorithms that develop a model using the training dataset prior to predicting outcomes on subsequent 

datasets. Illustrations: logistic regression, SVM, DT, and artificial neural networks. 

Conversely, lazy learners or instance-based learners do not promptly develop a model from the 

training data, which accounts for their lethargic characteristics. They retain the training data and, if a 

prediction is required, they locate the nearest neighbor by referencing the complete training dataset, resulting 

in a sluggish prediction process. Examples of this category include KNN and case-based reasoning [23]. 

There are various techniques for classification in ML, such as KNN, SVM, DT, random forest, logistics, 

AdaBoost, and GradientBoost. 

 

2.3.1. K-nearest neighbor 

This method's principle is to identify a certain number of training taxi fare samples nearest to the 

new point and forecast the label based on them. The quantity of samples may be a user-defined constant or 

fluctuate based on the local point density. The distance may be expressed in any metric unit of measurement. 

Various distance metrics are employed in KNN [24], including Manhattan, Euclidean, and edit distance, with 

Euclidean distance being the most favored. Nonetheless, it excels in a diverse array of categorization 

challenges. 

 

2.3.2. Linear support vector machine 

The linear SVM classifier is a ML technique frequently employed for binary classification 

applications. It works by finding the best hyperplane that separates the data points of different classes with 
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the maximum margin. This means that it aims to create a decision boundary that maximises the distance 

between the closest points of each class. By doing so, it can effectively classify new data points based on 

their position relative to this decision boundary. The LinearSVM classifier is particularly useful when dealing 

with large datasets and high-dimensional feature spaces, as it can efficiently handle these scenarios while 

maintaining good generalisation performance. SVM have been widely utilized in diverse domains, including 

time series analysis and signal processing. According to the statistical learning hypothesis and the notion of 

structural risk minimization, SVM is less susceptible to overfitting and employs a linear function hypothesis 

space within a significantly higher dimensional feature space. Research indicates that SVMs outperform 

conventional artificial neural networks in addressing classification and regression challenges owing to their 

greater generalization capabilities [25]. 

 

2.3.3. RadiailSVM 

Kernel SVM are resilient ML techniques utilized for classification and regression tasks. They have 

gained importance due to their ability to handle high-dimensional data and their effectiveness in solving 

complex problems. SVMs function by determining an optimal hyperplane that maximally differentiates 

between multiple classes of data points [26]. 

The RBF kernel is among the most often utilized kernels in SVM. A non-linear kernel enables SVM 

to proficiently classify data that is not linearly separable within the input space. The RBF kernel evaluates the 

similarity between two data points by assessing their distance from one another, utilizing a Gaussian 

distribution. This enables SVMs to identify intricate correlations and produce precise predictions, even when 

the decision boundary is non-linear. The RBF kernel has been effectively utilized across multiple fields, 

including image recognition, text classification, and bioinformatics. 

 

2.3.4. Decision trees 

A DT comprises two categories of components: i) leaf nodes that allocate class labels to 

observations and ii) internal nodes that delineate tests for certain qualities, accompanied by a branch and 

subtree for each outcome of the test. The tree classifies observations from top to bottom, extending from the 

base through its own method downward based on test results on internal nodes, until assigning a class label 

and reaching a leaf node. The tree is then built by algorithmic partitioning until these leaf nodes only contain 

instances of a single class or until no analysis provides an improvement [27]. 

 

2.3.5. Random forest 

This approach employs supervised learning, facilitating both regression and classification tasks. 

Random forest outperforms a solitary DT as it comprises several DT that collectively enhance the prediction 

of the goal value. A compilation of trees yields a more precise result than an individual tree [28]. 

 

2.3.6. Logistic 

Logistic regression is a method that applies the principles of linear regression to classification 

issues. The classification outcome is a value within the range [0, 1], understood as the probability ℎ(𝑥) that 

the class of 𝑥 is 1. The sigmoid function employed in logistic regression is the logistic function, as delineated 

in (1): 
 

𝑓(𝑧) =
1

1+𝑒−𝑧 (1) 

 

where 𝑧 is of the form represented in (2): 
 

𝑧 =  𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑛𝑥𝑛 (2) 
 

where 𝑥1 to 𝑥𝑛 represent the values of the 𝑛 attributes and 𝛽 or to 𝛽𝑛 represent the weights [29]. 

 

2.3.7. GradientBoost 

The GradientBoost classifier is a powerful ML algorithm combining gradient boosting principles 

and DT. It is widely used for both classification and regression tasks, offering high accuracy and flexibility in 

handling complex datasets. By iteratively training weak learners and optimising the loss function, the 

GradientBoost classifier gradually improves its predictive performance, making it a popular choice in various 

domains such as finance, healthcare, and natural language processing [30]. 

 

2.3.8. Adaboost 

Adaptive boosting is a ML technique that amalgamates weak and ineffective predictive algorithms 

to provide precise forecasts. The Adaboost method generates a classification by amalgamating many 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 14, No. 3, June 2025: 1990-2003 

1994 

categories. Each rating possesses a weight, and a significant new rating is generated when these weights are 

aggregated. Despite being an inferior classification method, weak classification surpasses random prediction. 

A straightforward method to modify weak categories into functional classifications, each reliant on a singular 

quality, is an uncomplicated approach to their adaptation. This strategy does not necessitate an extensive 

database, given the prevalent use of databases [31]. 

 

2.4.  Metrics for evaluating machine learning classification algorithms 

Now that we have an idea about the different types of classification models, it is essential to choose 

the right evaluation metrics for these models. In this section, the most commonly used metrics: accuracy, 

TNR, precision, recall, F1 score, sensitivity, specificity, and G-mean are covered through (3) to (10), 

respectively. The confusion matrix is a visualisation tool frequently used in supervised learning. Each column 

of the matrix exemplifies a predicted class, whereas each row denotes events in the actual class [32]. Table 1 

shows the confusion matrix, which encompasses real and predictable information about the classification 

system. 

 

 

Table 1. Confusion matrix 

Actual class 
Predicted class 

Predicted. class 1 Predicted. class 0 

Actual. class 1 (True positive) (False negative) 
Actual. class 0 (False positive) (True negative) 

 

 

where: 

True positive (TP)=the quantity of positive instances accurately identified by the system; 

True negative (TN)=the quantity of negative instances accurately categorized by the system; 

False negative (FN)=the quantity of negative instances incorrectly categorized as positive by the system; 

False positive (FP)=the quantity of positive data incorrectly categorized as negative by the system. 

Equation for the confusion matrix: 

 

Accuracy=
TP+TN

TP+TN+FP+FN 
 (3) 

 

TNR=
TN

TN+FP 
 (4) 

 

precision =
TP

TP+FP 
 (5) 

 

Recall =
TP

TP+FN 
  (6) 

 

F1 − score = 2 ×
precision×Recall 

precision+Recall 
  (7) 

 

[Sensitivity =
TP

TP + FN
] (8) 

 

[Specificity =
TN

TN+ FP
] (9) 

 

G-mean=sqrt(sensitivity+specifity) (10) 

 

The correlation matrix is used to show the strong correlation between the variables. According to the 

matrix, all independent variables are important to the prediction variable because they all contribute to it. 

There are other analyses as well, but we used correlation analysis for feature selection. 

 

 

3. METHOD 

The primary aim of this research is to enhance the accuracy of predicting taxi fare amounts using 

ML techniques. An intelligent feature selection method using GA is proposed prior to model building to 

identify the optimal subset of input features and then train the classification models. 
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3.1.  Dataset description 

The dataset contains 8 features. The full list of features and descriptions is set out in Table 2. The 

data was collected from the Kaggle website. The dataset also had approximately 5 million rows of data. We 

have utilised almost 80,000 rows of data from the years 2009 to 2016 [33]. 
 

 

Table 2. Full list of features and description in the initial dataset 
Feature name Description and values 

trip_duration What was the duration of the journey?[in seconds] 

distance_traveled What was the distance traveled by the taxi?[in kilometers] 

num_of_passengers What is the number of passengers in the taxi? 
fare What is the base fare for the trip?[In Indian Rupees] 

tip What was the amount of tips received by the driver?[In Indian Rupees] 

miscellaneous_fees Were were any supplementary fees incurred during the journey?for example, tolls, convenience fees, 
goods, and services tax.[In Indian Rupees] 

total_fare The overall sum for the journey (this is your prediction objective) [in Indian Rupees] 

surge_applied Was surge pricing implemented?yes or no? 

 

 

3.2.  The proposed intelligent based model 

The proposed method involves: an advanced feature selection approach to enhance the accuracy of 

taxi fare predictions. The method involves using a genetic algorithm (GA) to search for the optimal subset of 

features from the taxi dataset that are most predictive of the fare amount, ensuring that only the most relevant 

data points are utilized. 

 

3.2.1. Feature selection method 

Feature selection uses a GA, which is used to search for the optimal subset of features from the taxi 

dataset that are most predictive of the fare amount. The GA fitness function is designed to maximise 

classification accuracy. Only the features-the GA selects trip duration, distance traveled, number of 

passengers, and surge applied. 

 

3.2.2. Genetic algorithm-based search 

A GA based search is implemented to explore the feature space and select predictive features. Each 

chromosome in the GA represents a subset of features. Features are encoded as binary genes in the 

chromosome. An initial population of 50 random chromosomes representing different feature subsets is created. 

The fitness function guiding evolution is designed to maximise classification accuracy on a validation set. Over 

ten generations, crossover mutation operators are applied to retain and propagate fit chromosomes. 

Algorithm Parameters: population size=50, generations=10, crossover rate=0.8, mutation rate=0.05, 

elitism parameter=5 (fittest chromosomes copied to next generation). Termination and feature subset selection: 

the algorithm is terminated after ten generations. The chromosome in the final generation with the highest 

classification accuracy determines the selected features. Based on the search, the features trip_duration, 

distance_traveled, num_of_passengers, and surge_applied are identified as the optimal set for fare prediction. 

 

3.2.3. Classification model development 

Classification model development is divided into four main parts The full proposed model is shown 

in Figure 1. It will be illustrated in full detail in the following sections: 

a. Data splitting: the entire taxi dataset is split 80:20 into train and test sets for model building. 

b. Model training: eight classification models are trained on the reduced training set with features identified 

by the GA with logistic regression, random forest, SVM, KNN, DT, AdaBoost, and Gradient Boosting. 

c. Hyperparameter tuning through grid search is done for each model to optimise accuracy. 

d. Evaluation: the trained models are tested on the 20% of test data held out. Calculated performance metrics 

include accuracy, precision, recall, and F1-score. Results are compared to baseline models trained on a 

complete feature set. 

By selecting predictive signals upfront using GA, the method aims to build simpler, faster, and more 

accurate fare classifiers compared to no feature selection. The key results demonstrate a significant boost in 

accuracy, F1-score for random forest, AdaBoost, and Gradient Boosting trained on the GA-selected features. 

In particular, accuracy reaches 99.7%, precision reaches 99.59%, and recall reaches 100% for these models. 

The proposed approach of applying GA-based feature selection prior to model training leads to simpler and 

highly accurate models for predicting taxi fare compared to those with no feature selection. The GA 

successfully identifies the most relevant signals, improving generalisation and performance across multiple 

classifier architectures. 
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Figure 1. Proposed model for prediction of taxi fare data set 

 

 

4. RESULTS AND DISCUSSION 

This section validates the efficiency of using feature selection and ML based methods to predict taxi 

fare. All results are based on a set of standard evaluation metrics such as accuracy, precision, F-measure, 

recall, TNR, and G-mean. The distribution of dataset (trip_duration, distance_traveled, num_of_passengers, 

fare, tip, miscellaneous_fees, total_fare, surge_applied) is shown in Table 3 and Figure 2. The correlation 

matrix between dataset as shown in Figure 3. Table 3 shows the details and many characteristics for dataset 

such as count, mean, standard deviation, minimum, range of distribution (25%, 50%, and 75%), and 

maximum value for each dataset. For example, the count of trip_duration is 209673, the mean is 1173.18, the 

standard deviation is 4775.65, the minimum and maximum values are 0 and 86387 and 25 %, 50%, 75% 

from the data for trip_duration are 4460, 707, 1098 respectively. 

Figure 3 shows the distribution of the dataset. The horizontal axis represents the features of the 

dataset, while the vertical axis represents the count of these features. For example, the minimum value for 

trip_duration is 0 and the maximum value is 86387. The highest distribution ratio is 707. The minimum value 

for distance_traveled is 0.02, and the maximum value is 57283.91. When the value is in the range [1.95, 

5.73], the data dispersion is more pronounced. The start value for num_of_passengers is 0, and the end value 

is 9, but the highest distribution ratio is 1. 

The experiments are performed to determine the classification performance measures (accuracy, 

precision, F-measure, recall, TNR, and G-mean) using eight classifiers (logistic, random forest, DT, 

LinearSVM, RadiailSVM, KNN, AdaBoost, and GradientBoost). This was done in two stages. The first stage 

received a classification without any improvement plan (without feature selection-optimization), and the 

second stage obtained a classification after feature selection- optimization. The results of experiments are 

shown in Tables 4 and 5 respectively. 

 

 

Table 3. Analysis of dataset  
trip_ 

duration 
distance_traveled num_of_passengers fare tip 

miscellaneous_ 
fees 

total_fare surge_applied 

count 209673 2096730 209673 209673. 209673 209673 209673 209673 

mean 1173.18 5.05 1.29 99.62 13.03 15.14 127.79 0.28 
std 4775.65 125.22 0.93 85.60 20.37 12.55 98.80 0.45 

min 0 0.02 0 0 0 -0.50 0 0 

25% 4460 1.95 1 52.50 0 6.000 70.20 0 
50% 707 3.20 1 75 9 9.75 101.70 0 

75% 1098 5.73 1 116.25 20 26.45 152.25 1 

max 86387 57283.91 9 4466.25 2500 435 4472.25 1 
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Figure 2. Distributions of dataset 

 

 

 
 

Figure 3. The correlation matrix between dataset 
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Table 4. The result of classification of original dataset without feature selection-optimization using eight 

classifiers and evaluating the performance 
Classifier Accuracy (%) Precision (%) F-measure (%) Recall  )%( TNR  )%( G-mean  )%( 

Logistic 88.15 88.63 88.18 88.15 11.85 32.32 
Random forest 95.46 95.49 95.47 95.46 4.54 20.82 

DT 94.13 94.11 94.11 94.13 5.87 23.51 

LinearSVM 83.25 83.3 82.52 83.25 16.75 37.34 
RadiailSVM 70.97 71 70.01 70.97 29.03 45.39 

KNN 76.18 75.94 74.16 76.18 23.82 42.60 

AdaBoost 95.46 95.49 95.47 95.46 4.54 20.82 
GradientBoost 94.13 94.11 94.11 94.13 5.87 23.51 

 

 

Table 5. The result of classification of dataset with feature selection-optimization using eight classifier and 

evaluating the performance 
Classifier Accuracy (%) Precision (%) F-measure (%) Recall  )%( TNR  )%( G-mean  )%( 

Logistic 94.96 95.92 96.51 97.12 2.90 16.77 

Random forest 99.70 99.59 99.79 100 0 0 

DT 99.41 99.18 99.59 100 0 0 
LinearSVM 94.96 95.92 96.51 97.12 2.90 16.77 

RadiailSVM 71.81 71.81 83.59 100 0 0 

KNN 87.54 90 91.46 92.98 7.02 25.56 
AdaBoost 99.70 99.59 99.79 100 0 0 

GradientBoost 99.70 99.59 99.79 100 0 0 

 

 

The results in Table 4 and Figure 4 show a comparison for the confusion matrix by eight classifiers 

without feature selection optimization. They show that accuracy 95.46%, precision 95.49%, F-measure 

95.47%, recall 95.46% which are higher performance using random forest and AdaBoost classifiers than the 

others. In Figure 4, the horizontal axis represents the eight classifiers that applied to the original dataset 

(without feature selection optimization), while the vertical axis represents the performance of these 

classifiers. The results in Table 5 and Figure 5 show that accuracy 99.70%, precision 99.59%, F-measure 

99.79%, recall 100% which are higher performance using random forest, AdaBoost and GradientBoost 

classifiers than the others. In Figure 5, the horizontal axis represents the eight classifiers that applied to the 

original dataset (with feature selection optimization), while the vertical axis represents the performance of 

these classifiers. 

 

 

 
 

Figure 4. Classification performance of original dataset (without feature selection-optimization) using eight 

classifiers 

Without feature selection-optimization 
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Figure 5. Classification performance of dataset with feature selection-optimization (proposed method) using 

eight classifiers 

 

 

Figure 6 shows the comparison between the classification accuracy of original dataset (without 

feature selection-optimization), and classification accuracy of dataset with feature selection-optimization 

(proposed method). In Figure 6, the horizontal axis represents the eight classifiers that were applied to the 

original dataset, while the vertical axis represents the accuracy performance of these classifiers applied to the 

original dataset and proposed method. Figure 7 shows the confusion matrix of eight classifiers. 

 

 

 
 

Figure 6. Comparison between classification accuracy of original dataset and proposed method 

With feature selection-optimization 
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Logistic RadiailSVM LinearSVM 

   
   

Decision Tree AdaBoost Random forest 

   
   

GradientBoost KNN 

  

 

Figure 7. Confusion matrix of eight classifiers (logistic, random forest, DT, LinearSVM, RadiailSVM, KNN, 

AdaBoost, and GradientBoost) 

 

 

5. CONCLUSION 

This paper has enhanced accuracy of classification of taxi fare problem since proposed feature 

selection using GA optimization. The experiments applied on real-world datasets of taxi fare. The eight 

classifiers are employed to assess the performance of proposed technique. Several performance measures are 

used to evaluate performance such as accuracy, precision, F-measure, recall, TNR, and G-mean. The 

experimental results demonstrate that the implementation of proposed method gives higher performance than 

classification without optimization. Also, according to the results, accuracy and F-measure are improved 

since record 99.7% and precision records 99.5% evaluating by three types of classifiers (random forest, 

AdaBoost, and GradientBoost). Additionally, developing and evaluating hybrid classification models that 

incorporate various ML algorithms could improve performance. Implementing the method in real-time taxi 

fare prediction systems would yield valuable empirical data on its efficiency, scalability, and integration with 

existing technology. 
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