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Scorch occurrence during the production of flexible polyurethane foam has
been a menace that consistently, jeopardize a foam’s integrity and resilience.
It leads to foam suppression and compactness integrity failure due to scorch.
There is always the increased likelihood of scorching, and makes crucial the
utilization of methods that seek to avert it. Studies predict that the formation
of foam constituent processes via optimization using machine learning have
adequately trained models to effectively identify scorch occurrence during
the profiling in the polyurethane foam production. Our study utilizes the
random forest (RF) ensemble with feature selection (FS) and data balancing
technique to identify production predictors. Study yields accuracy of 0.9998
with F1-score of 0.9819. Model yields 2-distinct cases for (non)-occurrence
of scorch respectively, and the ensemble demonstrates that it can effectively
and efficiently predict the occurrence of scorch in the production of flexible
polyurethane foam manufacturing process.
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1. INTRODUCTION

With the manufacture of polyurethane foams—chlorofluorocarbons have been successfully utilized as
blowing agents—even when it results in the hazardous emission of atmospheric constituent effects [1] that has
also led to its consequent ban [2]. The quest for an alternative has caused the utilization of water as substitute
for polyurethane foam production. The mix of isocyanate and water ripples across the chemical composition,
an exothermic reaction causing a rise in the foam’s temperature [3] such that during its cure phase—scorch
often occurs. Scorch is a yellow-to-brown coloration in polyurethane foam, visually recognized on exposure
of a polyurethane foam during its curing phase [4] that makes any adjustments, unwise. Thus, expert quest on
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how best to adjust the material composition prior formation of scorch, which physically suppresses the foam
and significantly reduce its durability and compactness. A scorched foam quickly suppresses [5] and has no
elastic recovery. Known causes of scorch includes the existence of non-polymeric components, and oxidation
of phenols/amines [6]. Studies suggests that these constituents are responsible for discoloration of scorched
foam. While seeking better alternatives—using the proper amount of these constituents can greatly prevent
scorch formation. Scorch is a heat-induced change in the production of polyurethane foam. Also, the
inadequate exposure to air prevents the dissipation of trapped heat in the formed polyurethane foam [7], so
that the foam scorches prior its hardening. Some known impact of scorch effect include [8], [9]: i) low
resilience in its compactness, ii) low elasticity cum recovery, iii) porous structure with low resistant to load-
carrying capacity, iv) reduced life span with high-volume waste, and v) reduced profitability.

Known remedies to scorch includes: i) use of temperature retardants/suppressant, ii) addition of
antioxidants/salts as anti-scorch components, iii) addition of free isocyanate to moderate the fast exothermic
reaction that reduces rise in temperature, and iv) use of inhibitors (e.g., halogenated phosphate esters) in
proper ratio with hydrogquinone and diphenylamine. While, these have benefits, some concerns on emissions,
and high operational cost of environmental clean-up often renders unsuitable such solutions. Also, the use of
inhibitors exert morphological and chemical changes to the foam; and thought of as lessening discoloration
[10] inhibitors contributes to discoloration not due to scorching. Thus, it is evident that a major available
option to tackle scorch requires expert skillsets to properly navigate via careful proportions of materials using
cost-efficient solution(s) that simulates the process, as it responds to scorch occurrence prior the physical
manufacturing. In lieu of ground-truth, generalization may not adequately account for various specifications
in the polyurethane materials such as: i) diisocyanates and polyols materials and ii) other environmental
conditions within a production plants and scenarios that scorch is typically advanced as resulting from
mechanical defects [11].

We model these dynamics and complex production processes as variables using machine learning
(ML) schemes—so as to provision adequate insight with trial-and-error simulations for a variety of scenarios
in the chemical manufacturing phases [12]. Learning seeks to aggregate the learned intrinsic patterns using a
classifier. Successfully known implemented ML approaches include: logistic regression [13], K-nearest
neighbors (KNN) [14], random forest (RF) [15], and deep learning [16]. MLs have their inherent drawbacks—
use of feature selection (FS) and data balancing in their quest for prediction accuracy has remain a crucial
feat. Thus, we utilize the RF ensemble with relief ranking and synthetic minority over-sampling technique
(SMOTE)-Tomek links (synthetic minority oversampling technique) for data balancing on dataset from the
Winco Foam Limited in Benin-City (Nigeria). The ensemble choice is attributed to its capacity to reduce
overfit, address the imbalanced nature in datasets, and thus, yield enhanced performance model accuracy.

2. MATERIALS AND METHODS
2.1. Tree-based ensemble(s)

A common ML scheme is the tree-based approaches — where each decision tree (DT) yields a collect
of if-then-else rules used in majority voting that allows it to predict observed classes. Each tree explores a
recursive top-down mode, partitioned using binary-approach for its predictors with variables grouped into
successful homogenous distribution of the dependent variable y. A DT alone is easily understood; But yield
model overfit and degraded performance when classifying unknown labels. Tree-based models learn by
constructing individually-trained DTs that aggregates their results into a stronger model. Trees learn via: i)
bagging that iteratively generates a training-set that aggregates results to reduce variance and bias via voting,
and ii) boosting reduces bias by sequentially aggregating the performance of many weak classifiers onto a
strong learner with enhanced accuracy so that each successor learner’s outcome accounts for the inherent
weakness in the previous base learner [17]. Both modes, enhances prediction accuracy by mitigating variance
and bias, to reduce errors with misclassified outcomes. With boosting mode, its accuracy is achieved by
sequentially training each learner to via feedback—correct the weaknesses in its base weaker predecessor [18].
Popular boosting ensembles includes the stochastic, gradient and adaptive boosting ensembles. Its prediction as
in (1) is achieved by combining the outcome of its weak learners to yield higher weights for incorrectly
classified cases [19], [20].

=37, (VST + filx) ) + Q3D 1)

While for bagging approach—each DT grows independently from the root/parent trees—constructed
via bootstrap summation to traverse all sample data during prediction via majority vote mode [21], [22]. The
RF adds an extra (randomness) layer to bagging approach, to change how each tree is constructed. With DTs,
each node is split among all predictor(s) that are randomly chosen at the node. Its recursive structure captures
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interaction effects between variables. Thus, tree-based models have proven successful for a variety of tasks;
with most hill-climbing models stuck at local minima, the RF weight combines various local minima to yield
an ensemble method that minimizes risk in the choice of a (wrongly) chosen local minima [23].

2.2. Feature selection

A major challenge to learning classifiers include: i) finding the right dataset with appropriate feats,
which estimates to ground-truth (i.e., target parameter) and ii) selection of appropriate features, which when
extracted (is near enough to the target parameter) to lead to ground-truth and devoid the model of overfitting
and poor generalization; and thus, helps to effectively predict its underlying distribution. Beside selection of
properly formatted dataset, our heuristic choice must be able to select crucial estimation predictors to devoid
the model over-parameterization—and leads to poor generalization (i.e., model overfit and overtrain). FS helps
to curb this as a dimensionality reduction technique—to remove irrelevant predictors and helps the model to
overcome challenges of dimensionality [24] so that its training will leads to enhanced performance. It is
critical for tasks where cost and attribute’s measure are important—to streamline the dataset, equipping and
fastening a model’s construction that assists with interpreting the intrinsic feats of the dataset. Every
classifier that achieves good performance on training dataset, do not often blend well on set test-dataset, and
it may result in model overfit. In many cases, dataset is split into k-fold(s) and engaged in both training and
test phases. Thus, FS is executed as means to aid dimensionality reduction [25], [26].

FS modes is classified into: i) filter scheme that leverages inherent features of the dataset
distribution to select those predictor variables (parameters) that are considered appropriate for classification
task and ii) wrapper scheme that assess predictor qualities [27] making it computationally, less cost-effective
when compared to the filter mode. This is because, chosen predictors are more inclined to learn in lieu of the
adopted classifier [28], [29]. Thus, assessing its goodness of fit is assessed with its efficiency cum efficacy
within the chosen model. Evaluating the FS where the target class (i.e., real relevant features) is known can
be quite easy. However, for realtime data can be tedious, as target class (i.e., ground truth) is very much
unavailable for train with real-world, realtime dataset.

2.3. Method and framework
For our proposed method, we adopt the tree-based RF ensemble as in the Figure 1 which portends
the following steps:

( ) Pre-Processing & Cleaning Features Selection Random
——— - Remove Duplicates | E— via Relief Ranking Forest
- Remove Missing Values
Pol)'/:uor:mane - One-Hot Encoding l +
: - Data Balancing .
Production R Training Data &
- Data —> o
Dataset with Narmalization Split Cross Validation
Class Distrbuted
Test > Evaluation
Data Result

Figure 1. Proposed RF ensemble tree-based algorithm for scorch prediction

a. Step 1-data collection: dataset as retrieved from Winco Foams, Edo State in Nigeria—consist of 15-
features with 8540-records as thus [30], [31]: polyurethane_thruput, TDI_thruput, calcium_thruput,
calcium_dial, water_thruput, polyurethane_dials, TDI_dial, water_dial, calcium_gnty, TDI_gnty,
polyurethane_qnty, water_qnty, polyurethane_water. time_production, and scorch as in Table 1. Dataset
was retrieved via the Google Play Scrapper Library. Figure 2 shows the class distribution for the scorched
(minority) and unscorched (majority) classes.

Table 1. The Winco Foam company dataset description
Poly Calc TDlI  Water  Poly Calc TDI  Water  Qnty Qnty Onty Qnty Prod
thru thru thru thru dial dial dial dial poly calc TDI  water time
Min  45.000 10.000 50.250 4.3500 6.6000 15.000 67.000 270.00 291.00 43.650 213.40 17.190 0.0008 3.8800
Mid 75.000 14.005 55.420 45600 14.050 18.800 68.000 280.00 1350.0 262.02 1042.5 89.645 0.0008 20.002
Max 80.000 16.000 55.610 4.7000 23.610 20.800 71.000 318.00 3000.0 923.85 2625.0 228.40 0.0008 50.000
Mean 71996 13.142 54.643 4.4988 13.469 18280 68.111 278.28 14855 293.86 11415 96.276 0.0800 20.908
Std  9.3113  1.9250 1.4917 0.0865 3.6109 2.1598 0.8544 10.053 729.86 175.89 573.91 46.816 0.0004 10.501

Items Scorch
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Figure 2. Class distribution for the Winco Foam dataset

b. Step 2—preprocess and clean: seeks to remove duplicate values to improve data quality, and remove
missing values to avoid redundancy. We utilize one-hot encoding method that converts categorical values
into a suitable form for the ML models; since, ML schemes cannot handle category data directly, it
creates a binary equivalence of the dataset by converting categorical variable into their binary form.

c. Step 3-data balancing seeks to redistribute the data-points in the dataset to ensure an almost equitable
distribution between major-and-minor classes. With a variety of modes available, we adopt the SMOTE-
Tomek as thus: i) identifies majority-class, ii) interpolates to create synthetic data-points via Tomek-link
under-sample mode for a majority class, iii) adjusts data-points to those of its immediate neighbors so that
new data-points overlaps, and iv) it repopulates the original dataset with generated synthetic labels to
yield a balanced dataset as in Figure 3(a) which shows dataset balancing using SMOTE; while
Figure 3(b) shows the dataset balancing using SMOTE-Tomek links.

SMOTE SMOTE-Tomek
5920.5
5920 2888 4981 4981
5920
- 4000
& 5919.5 &
§ 5919 § 3000
T 5919 % 2000
5918.5 0
Scorch Unscorched Scorch Unscorched
Class Distribution Class Distribution
(@) (b)

Figure 3. Data balancing approach; (a) SMOTE applied to dataset and (b) SMOTE-Tomek links applied

d. Step 4-normalization: explores transformative mode to the ‘often’ skewed dataset and ensure a nearly
balanced class(es) distribution of the revised, repopulated dataset. The chosen feats are normalized using
the standard normalization scaler as in (2), which reverts data features with a distribution mean value of 0
and a distribution standard deviation of 1. Also, x is the original value, u is the mean, o is the standard
deviation, and z is our normalization process.

g = &W 2

g

e. Step 5-relief ranking wrapper FS mode: FS selects and extract what data is input x and determine labels
to be estimated as ensemble output y. It removes all irrelevant/docile feats in estimating for ground-truth;
and thus, reduce the predictor dimensions in the task dataset [32] to fasten construction of the ensemble
for better performance [33] especially with cost as a major factor. How fit the ensemble is determined by
the efficiency of the chosen feature(s) in estimating ground truth (i.e., target class). We use the relief
ranking wrapper [34] mode to unveil how relevant, and ascertain how its occurrence fits with the target
class. Original dataset consists of 13-features, we categorized the correlation of parameters to target
(scorch) class [35], [36]. With the computed threshold is 11.323-a total of 7 predictors were selected as:
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i) polyurethane_thruput, ii) calcium_throughput, iii) time_production, iv) quantity_water, v) water_
throughput, vi) quantity polyurethane, and vii) scorch as in Table 2. These were examined in lieu of their
correlated contribution to the classification task [37].

Table 2. Ranking of attributes score using the Chi-Square

Features Selected (Yes/No)  X2-Value
polyurethane_thruput Yes 13.364
calcium_thruput Yes 15.419
TDI_thruput No 0.9562
water_thruput Yes 20.012
polyurethane_dial No 0.2489
calcium_dial No 24.701
tdi_dial No 84.920
water_dial No 83.721
quantity_polyurethane Yes 88.222
quantity_calcium No 0.2589
quantity_TDI No 30.298
water_quantity Yes 18.006
time_production Yes 23.092
scorch Yes 160.929

f. Step 6-data split and model initialization: to track each feature in lieu of our target class, we split dataset
into 75% (train), and 25% (test) subsets. The RF model is a tree-based, widely-used, bagging ensemble—
that yields accuracy via combining at its output using majority vote for its weak trees to yield a powerful
learner [38], [39]. Constructed from many DTs—its voting ensures that all base classifiers have same
weight. With its bootstrap (random) sampling, its trees yield a higher weight if selected attributes ensures
that all DTs yield the same ability to make decisions. Thus, RF is devoid of overfitting, poor
generalization and handles complex contiguous datasets effectively — leaning on decisions of its many
weak, base trees to yield a stronger classifier as thus: i) it splits the original dataset using row-and-feature
sampling so that dataset is made up of select columns/rows with replacement, ii) it creates a DT for each
subset selected/assigned, and iii) each DT vyields an output via majority voting and/or averaging [40].
Table 3 shows the construction parameters for the adopted RF ensemble.

Table 3. The RF ensemble design and configuration

Features Values Description
learning_rate 0.25 Step size learning for update
n_estimators 150 Number of trees constructed
max_features 5 Maximum number of features to construct of the RF tree ensemble
max_depth 5 Max depth of each tree
eval_metric error, logloss  Performance evaluation metrics
min_weight_fraction_leaf 0.1 Tree’s structure based on weight assigned to each sample
warm_start FALSE Ensure tree does not restart
random_state 25 The seeds for reproduction
eval_set x,val,y_val  Train data for evaluation
min_sample_split 10 Minimal samples needed
verbose TRUE Determines if ensemble evaluation metric is printed at training
min_sample_leaf auto Number of feats to be considered
bootstrap TRUE Ensures bootstrap aggregation use

g. Step 3-training as applied—seeks to estimate learned skills on unseen data. It evaluates the model's
accuracy on performance on how well the ensemble has learned intricate underlying (interest) features as
they impact on change via resampling. The (stratified) k-fold is used to rearrange labels and ensure that
each fold yields a good representation of dataset. Our ensemble learns from scratch, and iteratively
constructs the DTs for the RF-model. Each tree is trained via bootstrap resampling on the enhanced train
dataset, which enhances the DT’s collective knowledge to identify intricate trends inherent the dataset.
Train dataset blends actual examples that guarantees the tree’s comprehensive learning experience; and
thus, improves the adaptive flexibility of the ensemble to a variety of settings within a dataset [41].

Unmasking effects of feature selection and SMOTE-Tomek in tree-based ... (Margaret Dumebi Okpor)
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3. FINDINGS AND DISCUSSION
3.1. Training/hyper-predictors tuning

Table 3 yields the before/after performance evaluation with the application of FS and SMOTE-
Tomek, and agrees with [42], [43] on the outlier effects of data not present from the outset. Studies agrees
that RF outperformed other benchmark models with accuracy, recall, precision, and F1.

Table 3. Performance ‘before/after’ SMOTE-Tomek and wrapper mode FS

£ bl Before After
nsembles F1 Accuracy  Precision  Recall F1 Accuracy  Precision  Recall
KNN 94.35 77.47 92.64 66.57 92.1 92.28 90.18 94.48
LR 92.19 97.18 93.57 95.82  98.05 98.05 98.05 98.05
Support vector machine (SVM)  90.08 50 94.57 3398 81.45 80.32 85.41 75.81
Naive Bayes (NB) 95.08 83.03 83.62 82.45 91.25 90.74 96.16 85.9
Our proposed RF method 98.02 98.02 96.89 99.01 99.19 98.19 98.28 98.1

Our ensemble outperforms the benchmarks such that prior the application of FS and data balancing,
our RF model yields a 98.02% accuracy with 92.19% for LR, 94.35% for KNN, 95.08% for NB, and 90.08%
for SVM respectively. Furthermore, RF yields F1 0.9919 having applied FS with SMOTE-Tomek mode;
while, LR, KNN, NB, and SVM vyielded an accuracy of 98.05%, 92.10%, 91.25%, and 81.45% respectively.
Thus, the utilization of both FS [44], [45] and SMOTE-Tomek assured the classifier of improved accuracy.
Our proposed model yields an F1-score and accuracy of 99.19% and 98.19% respectively.

3.2. Discussion of findings

Our proposed ensemble effectively identifies scorch data accurately in the chosen dataset, and is
proven to efficiently reduce skewness, variance and bias indicative in the adapted method. Figure 4 shows the
confusion matrix, which agrees with this—as the ensemble yields a more robust scheme for the hidden cum
underlying (interest) predictors within a task’s train-dataset being considered.

867 5

10 1.678

Predicted

Figure 4. Confusion matrix for the proposed ensemble

Our study provides evidence of SMOTE-Tomek outperforming SMOTE with greater influence in
lieu of target class (and/or ground-truth). It enhanced the ensemble’s generalization by identifying intrinsic
patterns that influences for improved performance and enhanced efficiency for differentiating between
false/true negatives-and-positives. We successfully utilized various schemes with k-fold (stratified) re-train
(cross-validation) resultant performance on the occurrence/presence of scorch in production of polyurethane
foam. Our ensemble outperforms others for the chosen dataset with an accuracy of 98.19% — and yielding 2-
distinct predictions for the occurrence of scorch as in Table 4. Our proposed model successfully predicts the
occurrence of scorch with all predictor mix. This, will significantly cut down the scorch occurrence bin that
unveils a variety of intertwined relationships between its features and water.

Table 4. Predicted values—*1’ indicates the occurrence/presence of scorch
Poly TDI Poly Calc Qnty Calc Water Onty TDI  Water Onty Prod Qnty
thru  thru dial thru  Calc  dial thru  poly  dial dial TDI time water
75 5550 113 1125 225 75 4564 1500 68 280 91.28 20 1110 0(No)
75 5542 113 1125 71.77 75 4564 4785 68 280 101.1 6.38 353.58  1(Yes)

Scorch
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With retrieved data restricted to only daily generation—this resulted in limited availability cum
access as infrastructure generated large volume dataset. Its documentation if not quick utilized, is lost. The
actions of data balancing, normalization and others sought to minimize outlier effects [46]. Addition of the
universal (water) solvent impacted a correlation and suggests/unveils a variety of relations with other
components that is also agreed with in [47].

4. CONCLUSION

Advances in technological development and the widespread adoption of technology-driven business
strategies, businesses can now operate more efficiently, productively, and profitably. Despite the enormous
amount of data generated daily, the polyurethane foam production industry still lags behind in developing
data analytics tools. This study is a positive step and should be improved upon. With dataset used, not a
number (NaN) values implies no relationship; as such, preprocessing scheme should be adopted to prevent
model overfitting, and column flattening prior the deployment of ML scheme, which agrees with. These
correlation numbers are illogical at first glance. But ML can successfully glean insightful knowledge therein.
And these algorithms can trace the entangled connections and interpret how each variable interacts with the
others and influences the column (variable) that we want to predict.
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