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 Humans with COVID-19 have an infectious condition that affects the 

respiratory system. In addition to more serious conditions, headaches may be 

fatal for those who have the disease. Our difficulty with COVID-19 detection 

stems from the unreliability of computed tomography (CT) and magnetic 

resonance imaging (MRI) scans in identifying lung abnormalities. COVID-19 

detection is a time-consuming process. In this research, a novel CODE NET 

model is proposed for the detection of COVID-19 virus from the gathered lung 

chest X-ray (CXR) images. The images are pre-processed utilizing an 

adaptive trilateral filter to improve the quality of the images. A reverse edge 

attention network (RE-Net) uses enhanced images to segment the CXR 

images for accurate virus detection. The segmented images are fed into a Link 

Net to extract relevant features and classify the COVID-19 cases. The 

classified cases are fed into the Grad-CAM model to generate heat maps for 

accurately detecting the virus. According to the result, the proposed model 

attains 99.75% of accuracy rate for the COVID-19 detection. The proposed 

CODE NET enhances the overall accuracy by 1.78%, 1.51%, and 2.20% over 

combined domain features-random forest (CDF-RF), Bayes-SqueezeNet, and 

bidirectional long short-term memory (Bi-LSTM) respectively. 
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1. INTRODUCTION 

The global coronavirus infection that caused the pandemic was officially named COVID-19 in March 

2020. When an infected individual coughs or sneezes, release respiratory droplets that are then dispersed by 

the coronavirus [1]. These droplets have the potential to contaminate surfaces even more, spreading the 

infection. Individuals with chronological problems and the elderly are particularly vulnerable to coronavirus 

infection. In an effort to stop the cycle and stop the pandemic from spreading, numerous nations have locked 

their citizens and closed their borders [2], [3]. The century-long pandemic sickness known as COVID-19, or 

corona virus, has spread quickly throughout the world's population in the twenty-first century. According to 

recent data, COVID-19 afflicted over 72 million people globally and claimed the lives of about 1.5 million of 

them. Wuhan, a city in Eastern China, had an increase in COVID-19 widespread in December 2019, which 

turned into a major calamity in the early months of 2020 [4], [5]. This virus typically causes fever, dry coughs, 

and breathing difficulties when it affects the respiratory system. The computed tomography (CT) and chest  
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X-ray (CXR) are essential for predicting COVID-19 infection. Aside from the time needed for CT cleaning 

and the 12-hour real time-polymerase chain reaction (RT-PCR) test, a patient's CXR takes 15 minutes, and the 

equipment is frequently unavailable [6], [7]. However, CT scans [8] are widely accessible and take only 15 

seconds for a patient. Nowadays deep learning (DL) [9] models are playing an important role in demonstrating 

outstanding performance for medical image analysis [10].  

Researchers most frequently utilize artificial intelligence and DL techniques to identify coronavirus 

infection in CT images [11]. DL has shown significant promise for detecting COVID-19 [12]. However, several 

limitations and challenges hinder its effectiveness and widespread adoption in clinical settings [13], [14]. 

Patients and healthcare providers might mistrust a system that delivers results too quickly, perceiving it as less 

reliable or less rigorous [15], [16]. Recent studies have explored the use of DL methods for COVID-19 

identification, summarizing various approaches. Okashi et al. [17] developed a method combining spatial and 

transform domain features from CT scans, achieving nearly 98% accuracy using CDF-RF based features. 

Ahmed et al. [18] suggested an IoT-based DL algorithm using faster regional convolutional neural network 

(Faster-RCNN) with ResNet-101, reaching 98% detection accuracy. Ucar and Korkmaz [19] suggested a 

COVIDiagnosis-Net based on Deep Bayes-SqueezeNet to automatically identify COVID-19 cases from X-ray 

images. This suggested model attains the overall accuracy of 98.26% for COVID-19 classification. Karthik et 

al. [20] suggested a CNN approach for COVID-19 recognition from CXR images, attaining a reliability rate 

of 99.80%. Yang et al. [21] suggested a generative adversarial network (GAN) and weakly-supervised method 

for lesion localization, while Akyol and Şen [22] recommended a bidirectional long short-term memory (Bi-

LSTM) framework for COVID-19 and no-finding case identification, achieving 97.6% accuracy. Gülmez [23] 

utilized a genetic algorithm to optimize an Xception-based neural network, yielding accuracies of 0.996, 0.989, 

and 0.924 on different datasets. Finally, Abubakar et al. [24] combined DL and histogram of oriented gradient 

(HOG) features with SVM classifiers, with VGG-16+HOG attaining a 99.4% reliability rate. Several 

challenges have been identified in existing DL models for COVID-19 detection including limited 

generalizability due to reliance on specific often small or imbalanced datasets which can distort performance 

metrics. While many models report high accuracy but they frequently struggle to distinguish COVID-19 from 

CXR images. To overcome these issues, a novel DL based CODE NET model is proposed for the efficient 

detection of COVID-19 using CXR images. The following is the proposed model's primary contribution. 

− A novel DL based CODE NET is proposed for the detection of COVID-19 virus from the gathered lung 

CXR images.  

− The input images are pre-processed utilizing an adaptive trilateral filter to improve the quality of the images. 

− A RE-Net uses enhanced images to segment the CXR images for accurate virus detection. 

− The segmented images are fed into a Link Net to extract relevant features and classify the COVID-19 kinds. 

− The classified images are put into the Grad-CAM model to generate heat maps for accurately detecting the 

virus.  

This paper was prepared in the following manner. The proposed CODE NET is offered in section 2, 

the findings of the study are exposed in section 3, the conversation is outlined in section 4, and the conclusion 

is offered in section 5. 

 

 

2. PROPOSED METHOD 

In this research, a novel DL based CODE NET is proposed for the detection of COVID-19 virus. The 

input images are pre-processed utilizing adaptive trilateral filter. A reverse edge attention network (RE-Net) 

uses enhanced images to segment the CXR images for accurate virus detection. The segmented images are fed 

into an Link Net to extract relevant features and classify the COVID-19 cases. Figure 1 displays the schematic 

illustration of the suggested CODE NET. 

 

2.1.  Data pre-processing 

The input medical images are pre-processed utilizing the AT filter to remove noise artifacts. It 

implements the guiding principles of the bilateral filter. The issue of high-gradient zones being ineffectively 

filtered by bilateral filters be resolved by using a trilateral filter under tilting. When a bilateral filter is applied 

to the image data, 𝑝 should average highly related surrounding pixels and eliminate dissimilar pixels, yielding 

the tilting angle ℎ𝜃 of a trilateral filter given ℎ𝜃 at the target pixel. 

 

ℎ𝜃(𝑞) =
1

𝑙𝜃
∑ ∑ 𝑓𝑝𝑝𝑞 𝑒(𝑞, 𝑝)𝑧( 𝑓𝑞 , 𝑓𝑝) (1) 

 

When the kernel is tilted, the trilateral filter's 𝑒 (. ) and 𝑧 (. ) functions become non-orthogonal. In (2) 

establishes the value of each pixel at this plane. 
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𝑗(𝑞, 𝑝) = 𝑓(𝑞) + ℎ𝜃 . (||𝑞 − 𝑝||) (2) 

 

Where |𝑞 − 𝑝|| is the multidimensional spacing between 𝑞 and 𝑓(𝑞), is represented by q at a target pixel, and 

ℎ𝜃 is the tilting angle. To find the output of a trilateral filter, the resulting image is first passed through a 

bilateral filter, and then the value 𝑗 is removed from the surrounding area of the target pixel. 

 

𝑓𝑜(𝑞) = 𝑓𝑖𝑛(𝑦) + 𝑡(𝑦)∆ (3) 

 

Where ∆ is the spatial distance between pixels 𝑞 and 𝑝, and 𝑓𝑜(𝑞) is the output function. Tilting improves the 

filter's capacity to smooth high gradient zones. It is insufficient because trilateral filter failure will only occur 

when tilting occurs in areas with notable gradient variations. 

 

 

 
 

Figure 1. Schematic illustration of the proposed CODE NET 

 

 

2.2.  Segmentation 

This section describes the RE-Net [25] to segment the CXR images for accurate virus detection. The 

encoder module and the decoder module are the binary phases of the proposed Reverse-Net. Each of the four 

encoding phases in the encoder module is based on a ResNet Block. The feature maps from the encoder module 

are passed to the decoder module to aid in decoding. The next step is to retrieve edge information from encoder 

layers by inserting a REAN in a skip relationship.  

The features produced in the (𝑗 − 1)𝑡ℎ encoder step is indicated by the notation 𝑐𝑗 ∈ 𝐾𝑜∗𝑓∗𝑑. Initially, 

the features are fused into a single channel using a 1×1×1 convolution. The features are then up sampled to 

provide 𝑐𝑗 ∈ 𝐾𝑜∗𝑓∗𝑑, which is the results of (𝑗 − 1)𝑡ℎ encoder phase. To obtain the accurate weight 𝑓𝑗 − 1 in 

the (𝑗 − 1)𝑡ℎ encoder step, just eliminate the up sampled forecast from 𝑗𝑡ℎ stage.  
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𝑓𝑗 − 1 = 1 − 𝑠(𝑐 𝑗) = 1 −
1

1+𝑐−𝑘  (4) 

 

The notation 𝑎𝑗 ∈ 𝐾𝑖∗𝑗∗𝑙∗𝑜 indicates the features created in the (𝑗 − 1)𝑡ℎ encoder phase. Therefore, 

edge feature (𝑗 − 1)𝑡ℎ is expressed and recorded as follows using element-wise multiplication:  

 

𝐶𝑗 − 1 = 𝑎𝑗 − 1 ∗ 𝑓𝑗 − 1  (5) 

 

Once the edge features are summed with 𝑎𝑗 − 1, are added to the decoder's features at the proper point via skip 

connection. Alternatively, REAN suggests that additional edge information becomes available in the feature 

map following concatenation at the same place, hence enhancing the detection step.  

 

2.3.  Link Net 

The encoder and decoder blocks make up Link Net framework to deconstruct and rebuild the image, 

respectively. The images then go through a couple convolutional layers. The model's classification of cerebral 

palsy is its intended use. In real time, Link Net functions as a semantic segmentation network. This preserves 

a significant portion of the image's spatial information. The method involves directly connecting the shallow 

feature map of the encoder module to the decoder module of the same size. This method speeds up computation 

without sacrificing precision by reducing the need for unnecessary computations and parameters by using the 

exact position data from the shallow layer. The architecture of the suggested Link Net demonstrates in  

Figure 2.  

 

 

 
 

Figure 2. Architecture of the proposed Link Net 

 

 

In dilated convolutions, the dilated rate ⅆ𝑖𝑙𝑖  indicates that the feature map has been subsampled by a 

factor of ⅆ𝑖𝑙𝑖 − 1 or that ⅆ_i zeros have been inserted between the kernel weights. The 1*1 dilated kernel of 

size 𝑠𝑧𝑖 × 𝑠𝑧𝑖, resulting ⅆ𝑖𝑙𝑖-dilated convolution kernel is given by (6).  
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𝑠𝑧𝑖̂ = 𝑠𝑧𝑖 + (𝑠𝑧𝑖 − 1) × (ⅆ𝑖𝑙𝑖 − 1) = ⅆ𝑖𝑙𝑖 × (𝑠𝑧𝑖 − 1) + 1  (6) 

 

Let 𝑦 be the convolution in the 𝑡 th layer (𝑡=1, 2, ...., 𝐹). The filter dimension of each dilated layer at 

ⅆ𝑖𝑙𝑖  is represented by 𝑛𝑝, which is given in (7). 

 

{
npt = yt−1 ×  npt + sit−1

− yt−1̂

np = 1
  (7) 

 

In terms of pixel-wise operation, the Link Net design is very different from neural networks. The 

relationship between the encoder and decoder is what makes it special. It is difficult to retrieve spatial 

information from the encoder's output once it has been lost during decoding. Non-trainable pooling indices 

serve as the link between the encoder and decoder in Link Net. This connection restores spatial data that was 

lost during encoding and is essential for the up-sampling process of the decoder. Compared to previous 

architectures, this approach helps create a more effective network for real-time cerebral palsy categorization. 

 

2.4.  Visualization using Grad-CAM 

Grad-CAM is a guided propagation method for accessible classes that visualizes key regions. By 

sending the gradient of any chosen class into the final CNN layer, it highlights regions of the image for 

detection. Grad-CAM is computed by first determining the gradient of the class 𝑐 score, or 
𝜕𝑟𝑔 

𝜕𝑚ℎ, in relation to 

a convolutional layer feature map activation 𝑦ℎ. By pooling these gradients globally over the width and height 

dimensions, the neuron significance weights (𝑡) are derived ((8) and (9)).  

 

𝑡ℎ
𝑔

=  
1 

𝑏
 ∑𝑟 ∑ 𝑠𝑧 

𝜕𝑟𝑔 

𝜕𝑚ℎ  (8) 

 

Furthermore, a combination of feature maps is used to compute the Grad-CAM heatmap, which is 

subsequently followed by 𝑟𝑒𝑙𝑢. 

 

𝑦𝐺𝑟𝑎𝑑−𝐶𝐴𝑀  =  𝑟𝑒𝑙𝑢 𝑓ℎ
𝑔

ℎ
∑

 𝑦ℎ (9) 

 

Grad-CAM uses the gradient of the parameter of the final neural layer to calculate the degree of 

influence (shown by a heatmap) for each part of the images. The Grad-CAM technique is applied by first 

creating the sigmoid heatmap and then adding the input image. where 𝑡stands for the importance of the neuron 

and 𝑔 for the class score. 

 

 

3. RESULT AND DISCUSSION 

In this section, the effectiveness of the suggested model is estimated utilizing MATLAB-2019b. The 

raw CXR images are extracted using the COVIDx dataset. For evaluating the performance, the recall, 

specificity, precision, F1-score, accuracy, and accuracy are utilized to generate the test sample analysis. 

Figure 3 displays the COVIDx dataset visualization produced by the proposed approach. The input 

CXR image (column 1) is pre-processed. The enhanced images are segmented using RE-Net (column 3). The 

CXR images are supplied into the extraction process simultaneously (column 4) for categorizing the cases of 

COVID-19 (column 5). Finally based on the classification result the images are visualized (column 6) to 

enhance the reliability rate. 

 

3.1.  Performance analysis 

The assessment metrics including F1-score, precision, recall, and accuracy were employed to assess 

the performance of the suggested approach for identifying the COVID-19. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟 𝑃𝑜𝑠++𝑇𝑟 𝑁𝑒𝑔−

𝑇𝑟𝑃𝑜𝑠++𝑇𝑟𝑁𝑒𝑔−+𝐹𝑎𝑙𝑃𝑜𝑠++𝐹𝑎𝑙𝑁𝑒𝑔−
  (10) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟 𝑃𝑜𝑠+

𝑇𝑟 𝑃𝑜𝑠++𝐹𝑎𝑙 𝑃𝑜𝑠+
 (11) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟 𝑃𝑜𝑠+

𝑇𝑟 𝑃𝑜𝑠++𝐹𝑎𝑙𝑃𝑜𝑠+
 (12) 
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𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2𝑃𝑅

𝑃𝑟+𝑅𝑒
  

 

True positives and negatives of images are indicated by 𝑇𝑟 𝑃𝑜𝑠+ and 𝑇𝑟 𝑁𝑒𝑔−, while false positives and 

negatives are shown by 𝐹𝑎𝑙  𝑃𝑜𝑠+ and 𝐹𝑎𝑙  𝑁𝑒𝑔−. When assessing the precision of medical image segmentation 

algorithms to segment macular edema, the DI is a frequently employed statistic. It provides high-quality images 

with improved segmentation accuracy by measuring the overlap between the segmented regions in the image. 

The JI is a statistical technique used to assess the consistency and range of data sources. 
 

DI =
2Tp

Fp+2Tp+Fngt
  (13) 

 

JI =
Tp

Tp+Fngt+Fp
  (14) 

 

True negatives and positives of images are signified by Tp and Tngt, while false positives and 

negatives are showed by Fp and Fngt. 

 

 

 
 

Figure 3. Experimental result of the proposed CODE-NET 

 

 

Table 1 illustrates how well the suggested model finds COVID-19. The suggested model achieves 

99.75% accuracy using the COVIDx dataset. Furthermore, it obtains scores of 96.19%, 96.03%, and 96.82% 

for recall, F1-score, and total precision, respectively.  

 

 

Table 1. Performance evaluation of the CODE-NET model 
Classes F1-score Precision Accuracy Recall 

Normal 96.87 96.21 99.78 96.56 

Abnormal 95.19 97.43 99.73 97.82 
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The accuracy graph in Figure 4 is estimated using the accuracy range and 100 epochs. As the number 

of epochs rises, the accuracy also rises. Figure 5 displays the loss range, showing that the loss decreases with 

increasing epochs. The proposed model achieves an outstanding level of COVID-19 recognition accuracy using 

CXR image. The results showed that the suggested has a low error rate and a 99.85% classification accuracy 

based on 100 training epochs. 

 

 

  
  

Figure 4. Accuracy graph of the CODE-NET model Figure 5. Loss graph of the proposed model 

 

 

3.2.  Comparative analysis 

The suggested approach was associated with DL models on the basis of COVID-19 detection 

performance criteria in this comparison evaluation. The efficiency of existing procedures was examined to 

demonstrates that the CODE-NET model is more efficient in the development of COVID-19 detection.  

Table 2 shows a contrast of alternative segmentation models for COVID-19 recognition. 

Table 2 compares the efficiency parameters of various segmentation techniques with the state-of-the-

art networks. In assessment to N-Net, U-Net, and SegNet, the RE-Net enhances the Jaccard index by 3.12%, 

17.03%, and 25.57%, respectively. Compared to N-Net, U-Net, and SegNet, the RE-Net rises the Dice index 

by 12.89%, 6.01%, and 7.27%. However, the RE-Net outperformed conventional segmentation networks in 

terms of performance. 

 

 

Table 2. Comparison of segmentation approaches 
Methods Accuracy Recall Precision F1-score Jaccard index Dice index 

N-Net 93.86 92.24 88.97 93.27 93.67 80.67 
U-net 93.15 86.25 88.22 87.39 79.76 87.55 

SegNet 94.35 92.67 93.25 92.15 71.22 86.29 

RE-Net (ours) 99.75 97.19 96.82 96.03 96.79 93.56 

 

 

According to Table 3, the proposed Link Net is higher than that of the classic networks like 

MobileNet, GoogleNet, and RegNet. Link Net maintains 99.42% high accuracy ranges. Reg Net achieves an 

accuracy rate that is more efficient than that of existing approaches. The proposed Link Net improves its 

accuracy by 3.16%, 4.52%, and 2.41% better than MobileNet, GoogleNet, and RegNet respectively. 

 

 

Table 3. Comparison of various networks 
Techniques Precision F1-score Recall Accuracy 

Mobile Net 90.31 95.87 94.29 96.59 
Google Net 93.51 94.43 94.67 95.23 

Reg Net 95.19 96.79 95.78 97.34 

Proposed Link Net 96.03 96.82 97.19 99.75 

 

 

According to Table 4, the CODE-NET approach enhances the accuracy of 1.78%, 1.51%, and 2.20% 

over CDF-RF, Bayes-SqueezeNet, and Bi-LSTM models. Nevertheless, the preceding networks did not yield 

better fallouts than the suggested model. As a result, the predicted results of the proposed CODE-NET attain 

the highest accuracy of 99.75% by surpassing all other approaches for COVID-19 recognition. 
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Table 4. Comparison of the proposed model with the existing models 
Authors Techniques Accuracy (%) 

Okashi et al [17] CDF-RF 98.0 
Ucar and Korkmaz [19] Bayes-SqueezeNet 98.26 

Akyol and Sen [22] Bi-LSTM 97.6 

Proposed method CODE-NET 99.75 

 

 

3.3.  Discussion 

In this work, the goal is to achieve accurate and efficient detection of COVID-19 cases from CXR images. 

For the experimental analysis, we used the COVIDx dataset for the detection of COVID-19. The results were 

assessed utilizing multiple assessment parameters with accuracy, precision, recall, and F1-score. Table 1 

presents the evaluation metrics for the CODE-NET model across normal and abnormal classes. The suggested 

model achieves 99.75% accuracy using the COVIDx dataset. Furthermore, it obtains scores of 96.19%, 

96.03%, and 96.82% for recall, F1-score, and precision, respectively. The training and testing graphs are 

demonstrated in Figures 4 and 5, the proposed model achieves an outstanding level of COVID-19 recognition 

accuracy using CXR image. The results showed that the suggested has a low error rate and a 99.85% 

classification accuracy based on 100 training epochs. Table 3 compares various networks based on F1-score, 

accuracy, recall, specificity, and precision. The proposed Link Net outperforms MobileNet, GoogleNet, and 

RegNet achieving the highest metrics across all categories, with an accuracy of 99.75% and a F1-score of 

96.82%. Table 4 compares the accuracy of existing approaches with the CODE-NET framework. CODE-NET 

achieves the highest accuracy at 99.75%, outperforming other methods such as CDF-RF (98.0%),  

Bayes-SqueezeNet (98.26%), and Bi-LSTM (97.6%). From this analysis, the CODE-NET attains high accuracy 

with low complexity for detecting COVID-19 in the early stages. 

 

 

4. CONCLUSION 

In this research, a novel DL based CODE-NET approach is proposed for the recognition of  

COVID-19 virus. The pre-processing step with an adaptive trilateral filter ensures improved image quality, 

which is crucial for subsequent analysis. The RE-Net effectively segments the CXR images enhancing the 

precision of virus detection. Feature extraction and classification are robustly handled by the Link Net, ensuring 

accurate case categorization. Finally, the Grad-CAM model provides valuable heat maps that facilitate precise 

localization of the virus, thereby enhancing diagnostic accuracy. The performance of the proposed model was 

evaluated utilizing accuracy, F1-score, precision, recall, dice index, and Jaccard index. The proposed  

CODE-NET model achieved a notable accuracy rate of 99.75% and a dice index of 93.56% for detecting 

COVID-19. The RE-Net improved segmentation performance significantly with enhancements in the JI by 

3.12%, 17.03%, and 25.57% over N-Net, U-Net, and SegNet, and in the DI by 12.89%, 6.01%, and 7.27% 

compared to the same models. Additionally, the Link Net demonstrated superior feature extraction surpassing 

MobileNet, GoogleNet, and RegNet by 3.16%, 4.52%, and 2.41%, respectively. The CODE-NET approach 

improved accuracy by 1.78%, 1.51%, and 2.20% over CDF-RF, Bayes-SqueezeNet, and Bi-LSTM models. 

The limitation of the proposed method is its potential difficulty in handling diverse image qualities and 

variations across different CXR sources. The complexity of the model may also result in higher computational 

demands and extended processing times. Future work could involve improving the model's robustness to image 

quality variations, optimizing computational efficiency, and integrating the system for real-time clinical use. 
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