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Tokenization process decomposes a multi-word-span instrument name into
several tokens and the transformer attention mechanism handles each token
individually, thus hindering the treatment of the related tokens as a single
entity. The existence of multiple instruments in a single message further
exaggerates the complications and results in low predictive performance.
This study proposed the use of sequentially tagged target-independent
sentinel tokens to encapsulate multiword instrument aspects for natural
language inference model fine-tuning. The encapsulation not only facilitated
the attention mechanism to handle an instrument name as a single entity but
also enabled the model to handle unseen instruments effectively. Our
empirical analysis was based on 5,178 manually annotated instrument—
sentiment pairs originated from finance discussion board messages that
addressed sentiments of one to four instruments in a single post. The
proposed approach consistently outperformed the direct bidirectional
encoder representations from transformers (BERT) based approach in terms
of recall, precision, and F1-score when handling financial commentaries
written in colloquial Cantonese. This study demonstrated the potential
benefits of target-independent sentinel token encapsulation for natural
language inference. The underlying logic of multiword target-independent
encapsulation was expected to hold for other languages, including Chinese,
Japanese, and Thai.
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1. INTRODUCTION

Changes in asset prices are strongly associated with the corresponding market opinions, especially
in the case of financial instruments that are heavily traded by individual investors [1]-[3]. It is beneficial to
consolidate information extracted from text-based financial materials, in addition to numerical quotes and
ratios, to capture the overall market condition and make a well-informed investment decision. A better
understanding of text-based market opinions can be obtained by exploring the potential of big data analytics
on company reports [4], professional commentaries [5], news articles [6], [7], blogs [8], microblogs [3], [9],
and discussions among individual investors on social media [1]. Extracting the opinions of investors from
posts on social media is a challenging task as the relevant text invariably involves the use of colloquial
language, which cannot be effectively handled by typical off-the-shelf machine learning models [10]-[14].
Moreover, the relevant expressions sometimes address more than one instrument [15] and/or contain different
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sentiments in a single sentence [16]. Natural language inference (NLI) aspect-based opinion mining (ABOM)
[12], [17], [18] has been demonstrated to be a workable approach to extract fine-grained sentiments from
social media messages. The ‘subject of interest’ is treated as ‘aspect’ and its relationships with particular
sentiment directions are testified via the use of premise-hypothesis structure. For messages written in
English, individual aspect is usually denoted by a single word which, in turn, is subsequently represented as a
single token under WordPiece or byte-pair encoding (BPE) tokenization process. As an aspect is represented
by a single token, the transformer self-attention mechanism can pinpoint the particular token and model its
relationships effectively. However, when an aspect is tokenized as multiple tokens, the model performance
may be hampered due to the complication involved in the weight aggregation for the multiple-token aspect.
There is not any built-in mechanism to ensure that the multi-tokens are conceptually encapsulated as a single
aspect in the bidirectional encoder representations from transformers (BERT) model [19], [20]. Sophisticated
nonlinear functions are required to aggregate the content attentions from multiple tokens [21], [22].
Furthermore, a single discussion post may cover sentiments on several instruments. The presence of multiple
instruments leads to the aggregation of noise, thus further deteriorating the performance resulted from
transformer-based language models. In addition, adaptation of newly released financial instruments poses
another challenge to the model. Typical ABOM approach operates on a set of pre-defined aspects and a direct
conversion of instruments as aspects limits its extensibility to newly released financial instruments, which are
unknown during the model fine-tuning stage.

This study investigated an alternative approach to extract financial sentiments on multiple
multiword instruments from code-mixed colloquial English—Chinese language (Cantonese) discussion board
messages. Apart from developing a sophisticated nonlinear function for attention weight aggregation, this
study extended the sentinel token concept to solve the problem. The sentinel token concept was discussed
and proposed to act as a replacement for a consecutive span of word tokens that can facilitate the formulation
of various natural language processing (NLP) tasks [23]. This study proposed using sentinel token as a
neutral, target-independent placeholder to represent both known and unknown instruments. Our approach
models sentinel tokens as a limited number of sequentially labelled new vocabularies. The new numbered
vocabularies are used to sequentially encapsulate multiword instruments in social media messages. The
sentinel token is target-independent because it serves as a humbered placeholder indicating a sequence of
occurrences, instead of the actual underlying instrument. The independence property also facilitates handling
of newly released financial instruments as aspects in ABOM analysis where their names are not covered in
training data.

To the best of our knowledge, this study is the first empirical analysis of the use of a BERT-based
NLI model in finance that focuses on code-mixed colloquial English—Chinese (Cantonese). The major
contributions of this research are as follows:

— A simple effective multiword encapsulation NLI approach to extract financial sentiments from multiple
unseen instruments in a single social media message is proposed. Our target-independent sentinel token
method is designed to handle multiword instruments that may be seen or unseen in the training corpus.

— We compare the direct application of the BERT-based model with the proposed approach in situations
involving variations in the number of instruments mentioned in a single discussion post message. The
empirical results reflect the strengths and weaknesses of the two approaches, which in turn indicates their
virtues for the analysis of financial sentiments in code-mixed colloquial language.

— A manually labelled English—Chinese code-mixed (Cantonese) dataset of financial discussion board
messages containing sentiment labels of one to four multiword span instruments is constructed for
research purpose. Cantonese is a low-resource language, and the availability of a labelled dataset can thus
facilitate future research in related fields.

The remainder of this paper is structured as follows: the literature review is provided in section 2
and the proposed method is detailed in section 3. Section 4 reports the empirical results and highlights the
pros and cons of the proposed approach. Section 5 summarizes the findings of this study.

2. RELATED WORKS

Financial sentiment extraction has been a popular topic in machine learning discipline. Early
attempts relied on dictionary-based approach to extract useful features to model the sentiment polarities. For
example, using bag of words features with machine learning techniques, including naive bayes model,
support vector machine and multilayer perceptron model, to extract Brazilian stock sentiments from
Portuguese twitter messages [1]; using hand crafted lexical features, semantic features and their combinations
to extract sentiments on English financial microblogs and news [3]. In addition, some studies utilized the
extracted sentiment information for subsequent financial applications such as price trend prediction and
construction of trading strategies. A study extracted overall investors’ sentiment from a large amount of press
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releases by large financial news companies via aggregation of the occurrence of words appeared in a
predefined vocabulary list for stock price trend prediction [15]. Other studies employed dictionary-based
approach to extract financial sentiments from English news articles [6] and Germany twitter messages [2] for
the construction of trading strategies respectively.

Apart from dictionary-based approach, the BERT family of models [20], [24] demonstrated to be an
effective approach due to its simplicity and impressive predictive performance [7]. ABOM has been shown to
be a practical approach for sentiment extraction [12], [17], [18]. Pairs of premises and hypotheses are used to
extract the sentiment direction of an instrument. An instrument name is treated as an aspect and the sentiment
direction is determined via an NLI process [9], [25]. BERT-based models showed to be effective to extract
financial sentiment directions on English text [9], [25], [26], and its adaptability in handling informal
languages and slang in English was demonstrated [11], [27]. Studies on Indonesian [28] and Spanish [26]
sentiment analysis also supported the competence of BERT models.

Tokenization is a key component associated with BERT models. A sequence of input text is
processed into tokens before it is put into a model. Asian languages such as Chinese, Japanese, and Thai,
make use of a multiword term to represent a single financial instrument aspect. In contrast to a financial
instrument written in English which is usually denoted by a single word, a Chinese instrument name is
usually denoted by a longer, multiword span term. When an instrument is represented by a single token, the
transformer self-attention mechanism can pinpoint the particular token and model its relationships
effectively. However, when a multiword aspect is tokenized as multiple tokens, the model performance may
be hampered due to the complication involved in the weight aggregation for the multiple-token aspect. There
is not any built-in mechanism to ensure that the multi-tokens are conceptually encapsulated as a single aspect
in BERT model [19], [20]. It is speculated that the performance may deteriorate with the increase of number
of tokens involved in an aspect in typical BERT-based model. To better aggregate the content attentions from
multiple tokens, sophisticated nonlinear functions were suggested [21], [22].

On the other hand, a single financial discussion post may cover sentiments on several instruments at
a time. The presence of multiple instruments leads to the aggregation of noise, thus further deteriorating the
performance. BERT models were employed on Chinese financial sentiment analysis. Studies on finance
commentary competition datasets [8], financial post titles [29], short investor reviews [5] and individual
company specific news headlines [30] showed satisfactory sentiment extraction performance. However, these
studies worked on short input text sequences and did not emphasize cases involving multiple instruments. In
addition, adaptation of newly released financial instruments poses another challenge to the model. Typical
ABOM approach operates on a set of pre-defined aspects and direct conversion of instruments as aspects
limits its extensibility to newly released financial instruments, which are unknown during the fine-tuning
stage of the model.

Other than deriving a complicated function to handle instruments expressed in multiple tokens, this
study proposed an alternative approach to solve attention weight aggregation problem. Literature in neural
machine translation area demonstrated that grouping of multiword expressions as a single unit [23], [30] can
improve performance on NLP tasks. This study extends this concept by constructing a sentinel token as a
target independent sequentially tagged placeholder for encapsulating a financial instrument which is
expressed as multiple tokens. Our approach models sentinel tokens as a limited number of sequentially
labelled new vocabularies which are used to sequentially encapsulate multiword instruments in a long input
text sequence. The sentinel token is target independent because it serves as a placeholder indicating a
sequence of occurrences, instead of the actual underlying instrument. The independence property also
facilitates handling of newly released financial instruments as aspects in ABOM analysis as their names are
not covered in training data.

This paper proposes an effective approach to encapsulate multiword instrument aspects for
sentiment extraction from multiple seen/unseen instruments mentioned in a single social media message. The
overall system architecture, data modelling, and sentiment classification model construction are detailed in
the subsequent sections.

3. METHOD

The sections below highlight the key methodological components of this research project. To the
best of our knowledge, no off-the-shelf pre-trained aspect-based BERT model is available in the market for
handling code-mixed colloquial English—Chinese (Cantonese) in finance domain. We first provide the overall
design of the aspect-based system of sentiment analysis and then address the data structure for NLI and the
models of sentiment classification.

Multiword target-independent transformer-based model for financial sentiment ... (Carlin Chun Fai Chu)
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3.1. Overall system design

The overall design of our aspect-based system of sentiment classification is inspired by several past
studies [16], [31]. Three main stages including data preparation, NLI modelling and sentiment prediction,
together with the key processes are presented in Figure 1. The system architecture is an extension of the
previous studies carried out by the research team for ABOM analysis [10], [32]. The key innovation of this
study is about the proposal of using sentinel tokens as a method for multi-token encapsulation in the NLI
modelling stage.

Data collection Data Cleansing Data Preprocessing
..........................................................................................................................................
Data “ ; Y : .
reparation Download social media post : H | Standardize character sets | : H Label each individual instrument
prep messages H H : : with a sentiment direction
stage : : | Remove duplicated messages | H H
Collect formal and informal — — Identify involved financial
financial instrument names : Select messages related to : : instruments
H financial commentaries H
Construct train and test datasets
..........................................................................................................................................
NLI data formatting BERT finetuning
T N R
modeling Enrich the vocab list with sentinel ' .' | Finetune model |
N tokens H
stage H
8 H | Visualize the NLI performance |
Construct ‘Premise and —
Hypothesis’ pairs H
Tokenize and embed the text
............................................................................................
Classification model
| eeresresssiessrssssssssssssssaseessssennn,,
Sentiment *
prediction Consolidate the probability of
stage entailment for 3 cases

Construct ML models for
sentiment classification

..............................................

Figure 1. Design of the ABOM system

A list of formal names of instruments was obtained from the official website of the Hong Kong
Exchanges and Clearing (HKEX) Ltd., and the informal instrument names were provided by our research
partner company iDDY.Al. Character set standardization, removal of duplicated messages and data selection
is performed in the data preparing stage as well. In the NLI modelling stage, the input texts were tokenized
and appropriately embedded before being used to fine-tune the BERT model. The sentinel tokens proposed in
this study were implemented in the NLI stage and the detailed procedures were listed in the subsequent
subsections. The hugging face Chinese BERT pre-trained model with a next-sentence prediction (NSP)-based
classification head was implemented to model the entailment probabilities of three sentiments, including
neutral, bullish and bearish directions respectively. The three probability values are consolidated in the final
stage using a rule-based model and different machine learning models to form a multi-class classifier.

3.2. Data acquisition and annotation

Our research team collected 102,786 social media messages from several discussion forums that are
popular in Hong Kong (e.g., dicuss.com.hk, investing.com, and likhg.com). The pre-processing task was
designed to standardize the given text and remove irrelevant data. The input characters were first
standardized into traditional Chinese and lower-case English text, and out-of-scope messages (i.e., messages
that did not contain any formal or informal instrument names) were filtered out. 12,521 messages containing
financial commentaries on instruments traded in the Hong Kong Stock Exchange were obtained. Messages
addressing with one to four investment sentiments were selected for manual annotation. Each message was
annotated by three trained annotators and monitored by a senior researcher. The annotators were required to
identify all the financial instruments (aspects) together with the directions of their corresponding sentiments:
bullish, bearish, or neutral. The senior researcher made the final decision on annotation in case of a conflict
among the annotators. The research team managed to annotate 5,178 distinct instrument—sentiment pairs that
covered bullish, bearish, and natural sentiments. The distribution of the annotated data is tabulated in Table 1.
The research data associated with this study is available on request.
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Table 1. Distribution of annotated instrument—sentiment pairs
Num of instruments in a discussion message  Neutral Bullish  Bearish  Total

1 334 334 344 1002
2 667 667 667 2001
3 683 424 408 1515
4 293 234 133 660

3.3. Data structure for natural language inference processing

This study proposes encapsulating the names of multiword instruments by using target-independent
sentinel tokens for BERT-based NLI modelling. The idea of consolidating a consecutive span of tokens was
developed as a framework to model any problem in a text-based language as a problem in the text-to-text
format [23]. The original paper mentioned that the sentinel token can act as a replacement for a consecutive
span of word tokens to facilitate the formulation of various NLP tasks. In addition, research in machine
learning translation task also demonstrated that the use of multiword aware modelling approach helps to
improve the modelling performance [33].

This study further extends the use of a sentinel token to act as a target-independent neutral sentiment
placeholder representing both seen and unseen instruments. It is proposed to model the set of sentinel tokens
as a limited number of sequentially labelled new vocabularies. These humbered new vocabularies are used to
sequentially encapsulate the multiword instruments in a social media message, and to replace the occurrences
of repeated instruments with the corresponding identical vocabularies. In other words, if an instrument occurs
in a message more than once, it will be modelled by the same numbered sentinel token, the number of which
represents the sequence of its first occurrence in the message. The sentinel token is “target independent” as it
serves as a sequential placeholder indicating the sequence of occurrence instead of the actual underlying
instrument. Their virtue of target independence enables the sentinel tokens to effectively handle newly
released financial instruments (with unseen names). Moreover, as new vocabularies are used in the process of
tokenization, the sentinel tokens are sentiment neutral. They can help conceal the potential positivity bias
observed in the names of multiword Chinese instruments that affects the subsequent NLI process. The steps
for constructing the NLI premise and hypothesis pair can be summarized as follows:

— Aspect identification (identify instrument names)
— Substitution of sentinel tokens (for the sentinel token-based approach)
— Construction of the NLI premise and hypothesis pair

The main purpose of NLI is to determine whether the “premise” and “hypothesis” are logically

linked. The “premise” is formulated as a concatenation of post tile and message with the separator symbol “
> ,” while the “hypothesis” is formulated to present the potential direction of the market sentiment. This
study wants to handle three possible sentiment directions (i.e., bullish, bearish, and neutral). The RTE4
method of labelling (i.e., using the entailment/contradiction/unknown labels) is not suitable here as the
unknown label cannot be logically mapped to a single market direction. Therefore, we labelled our
experimental data with the terms “entailment” and “non-entailment” instead.

For example, the following message mentioning that the sentiment of the first instrument as neutral
and the second instrument as bearish. The corresponding English translations are enclosed in brackets.

T DR R B I ET R[] - AL AR S S RO T R /e — T 5%0RE - BRB T o DHAM > SRR
ZEHE o

(The scrapped shares of Weimob Group comes back again. The latest Hang Seng Index falls by
more than 200 points, falling below 25,000. Sell the options, falling below the support level.)

The corresponding hypothesis-premise pairs for the traditional approach and the proposed sentinel
token approach are tabulated in Table 2. Note that the instrument names are replaced by sentiment tokens in
the sentinel token-based approach. Each instrument (aspect) is checked for the three sentiment directions in
the process of NLI modelling, with the label of “entailment” as representative of its true direction. As NLI
involves modelling the probability of entailment of a given input “premise and hypothesis” pair, three input
pairs that cover the possibilities of bullish, bearish, and neutral directions are required to predict the direction
of the sentiment of a single instrument. In other words, three related probability values are output as the result
of prediction of the sentiment of a single instrument.

Multiword target-independent transformer-based model for financial sentiment ... (Carlin Chun Fai Chu)
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Table 2. Example of premise, hypothesis, relationship and aspect (English translations are enclosed in

brackets)
Method Premise Hypothesis Relationship Aspect
Traditional R R ICE R L] - AR PR Entailment R

BIERE SRS > BREY B - JEIH (Weimob Group is neutral) (Weimob Group)
W TR E R - MR IE Non-

(Weimob Group is positive) entailment
(The scrapped shares of Weimob Group MRS Non-
comes back again. The latest Hang Seng (Weimob Group is negative) entailment
Index falls by more than 200 points, falling THAISEIE Non- i kacti=t ¢
below 25,000. Sell the options, falling (Hang Seng Index is neutral) entailment (Hang Seng Index)
below the support level.) A4S #EE Non-

(Hang Seng Index is positive)  entailment

HATEEHEE Entailment

(Hang Seng Index is negative)

Sentinel token <& TEISEERS R KEIAE - <BRET <BETEI>FE| Entailment <RETEHI>

B2>Eoiib /e " 460 0 PR B - (<token1> is neutral) (<token2>)
AR - SR AR <RETRI>TIE Non-

(<token1> is positive) entailment
(The scrapped shares of <token1> comes <BRETEI>FE Non-
back again. The latest <token2> falls by (<tokenl> is negative) entailment
more than 200 points, falling below 25,000. <& T.82>H Non- <RETE>
Sell the options, falling below the support (<token2> is neutral) entailment (<token2>)
level.) <RETE>ZIF Non-

(<token2> is positive) entailment

<BRETE>ZE Entailment

(<token2> is negative)

3.4. Bidirectional encoder representations from transformers model fine tuning

The hugging face BERT pre-trained model for Chinese text with 12 layers, 768 hidden units per
layer, 12 attention heads, and 110 million parameters was used along with a NSP-based classification head to
model the polarities of the sentiments. Models with and without the use of sentinel token encapsulation were
finetuned for 20 epochs separately using the same set of training data. The configurations with the highest in-
sample F1 value were selected for out-of-sample performance comparisons. The predicted entailment
probabilities of three sentiments are consolidated in the final stage. The use of bounded-interval label space
for binary classification [34] is extended and adopted to multi-class classification in this study. Probabilities
of entailment of neutral, bullish and bearish sentiments are aggregated by a rule-based model and several
machine learning models to form a multi-class classifier.

3.5. Models of sentiment classification

Using the classification modelling approach with the consideration of bounded-interval label space
[34], the predicted probabilities of three sentiment labels can be systemically consolidated. For example, to
model a sentiment class of a given premise, 3 corresponding hypotheses are involved, and a machine learning
model is employed to consolidate the probabilities. Figure 2 depicts the relationship.

Premise " —
Input message Hypothesis 1

i Entail: 0.67
Hypothesis 1 Non-entail: 0.33

Instrument is upward

P - Prediction
remise .
Input message Trained Hypothesis 2 Sentiment Upward : 0.78

. NLI Entail: 0.14 Classification Downward : 0.09
Hypothesis 2 model Non-entail: 0.86 model Stable :0.13

Instrument is downward

Premise _
Input message Hypothesis 3

i Entail: 0.32
Hypothesis 3

Non-entail: 0.67

Instrument is stable

Figure 2. NLI based sentiment classification model
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Several sentiment classification models including simple rule-based, logistic regression, extreme
gradient boosting (XGBoost), and the support vector machines (SVM) are used to investigate the
performance of our proposed method. The simple rule-based model is defined as:

— If P(entailment of bullish hypothesis) >0.5 and P(entailment of bearish hypothesis) <0.5, then
class=bullish

— If P(entailment of bearish hypothesis) >0.5 and P(entailment of bullish hypothesis) <0.5, then
class=bearish

— Else, class=neutral

Furthermore, the logistic regression, XGBoost and SVM models are implemented using python

scikit-learn and xgboost package. The configuration of the multi-class models are listed below:

— Logistic regression: L2 penalty, regularization parameter C=1

— XGBoost: L2 regularization parameter lambda=1, shrinkage parameter eta=0.3, gamma=0, max_depth=9
— SVM: radial basis function kernel, kernel coefficient=scale, regularization parameter C=1

3.6. Evaluation methods

First, it is expected that the proposed sentinel token encapsulation approach can provide benefits for
BERT-based NLI process. For multiclass sentiment extraction, a good NLI model should provide probability
predictions on distinct sentiments with a strong discriminating property. Given a set of labelled data on three
sentiment polarities, a good model should produce predicted probabilities with close clusters in a 3D
probability plot, meaning that the sentiments are discriminated effectively. The resultant probabilities of fine-
tuned model will be presented in the experiment result section.

Secondly, the influence on predicted performance is evaluated via recall, precision and F1 on the
three sentiments including neutral, bullish and bearish directions respectively. Performance on handling posts
with one to four instruments are investigated separately to explore the potential trends. And a unified model
which is trained by data with one to four instruments altogether is investigated as well. Prediction
performance on unseen multiword instruments (aspects) is investigated. The distribution of the training and
testing data is tabulated in Tables 3 and 4.

Table 3. Distribution of training and testing data for 1-4 instruments
Num of instruments in a discussion message  Training (sample per class)  Testing (sample per class)  Total number of samples

1 234 100 1,002
2 467 200 2,001
3 700 300 3,000
4 934 400 4,002

Table 4. Distribution of training and testing data for a unified model

Num of instruments in a In_st(ument_l In_st_rument_Z In_st_rument_S In_stl_'ument_4
discussion message (training/testing (training/testing (training/testing (training/testing
sample per class) sample per class)  sample per class) sample per class)
1 58/25
2 58/25 78/33
3 58/25 78/33 117/50
4 58/25 78/33 117/50 233/100
Total number of samples 996 999 1002 999

The size of the training and testing data is around 70:30. The size of training and testing data
increase with the number of instruments involved in a discussion post. Due to the limited labelled data for
posts with 3 and 4 instruments, data augmentation is carried out to construct additional data by merging posts
with fewer instruments randomly. For unified model, data is prepared to ensure that the total number of
samples per sequentially labelled instrument is almost equal while maintaining proportionally more samples
for posts with a greater number of involved instruments. The sampling method for training the unified model
aims to avoid the potential basis on having a greater occurrence frequency of earlier labelled sentinel tokens.
In other words, the procedure helps to avoid the basis of having a better performance on the shorter posts
than longer posts. The number of samples with neutral, bullish and bearish sentiments are in the ratio of
1:1:1.

Multiword target-independent transformer-based model for financial sentiment ... (Carlin Chun Fai Chu)
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4. RESULTS AND DISCUSSION
4.1. Performance of predicted probabilities from finetuned models

The empirical study aims to investigate the potential benefits contributed by using sentinel tokens
for encapsulation of multiword aspect terms. Four BERT models were finetuned for handling 1 to 4
instruments individually and one unified model was finetuned for handling 1 to 4 instruments collectively.
All models exhibited a similar outcome and the result from the unified model was reported as the illustration.
Figure 3 covers six scatterplots to illustrate the resultant predicted probabilities from the unified model with
and without the use of sentinel tokens. The entailment probabilities estimated by the sentinel approach were
more concentrated in the vertices whereas the probabilities estimated by the direct BERT approach were
more scattered. Under the same limited number of fine-tuning epochs (i.e., 20 epochs), sentinel token
encapsulation approach gave predicted probability values with more extreme numbers, implying that the
corresponding model was more confident about the predicted outcomes. Based on the experiment result, the
entailment probability values of neutral sentiment cases were much less concentrated in the direct BERT
approach (model without the use of sentinel tokens), indicating a relatively higher uncertainty about the
predicted outcomes. Subsequent subsection examined its influence on the multi-class sentiment classification

models.
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Figure 3. Scatterplot of probabilities of three market sentiments (left: sentinel token approach, right: direct
BERT)
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4.2. Prediction performance on unseen instrument aspects

The empirical study covered the use of rule-based, logistic regression, XGBoost, and SVM models
to assess the performance of the proposed approach. The Fl-scores of different methods of sentiment
classification on messages containing varying numbers of instruments were given in Table 5. The sentinel
token-based approach yielded an improvement of 12.74%-25.73% over the direct BERT approach when
handling one to three instrument names. However, it provided an improvement of only 1.18%-13.20% on
messages containing four instrument names. It was expected that the lexical and structural complexity of a
four-aspect post rendered the underlying language model ineffective, and thus reduced the benefit derived
from the sentinel token encapsulation. For the unified model which was capable to handle with one to four
instruments, the rates of improvement in F1-score ranged from 8.68% to 11.40%.

Table 5. F1-scores of predictions by different models of sentiment classification on out-of-sample data
Num of instruments  Approach  Basic threshold  Logistic regression  XGBoost SVM (RBF)

1 BERT 0.611 0.636 0.61 0.626
Sentinel 0.728 0.717 0.675 0.722

% increase 19.15% 12.74% 10.66% 15.34%

2 BERT 0.478 0.512 0.502 0.509
Sentinel 0.601 0.597 0.586 0.603

% increase 25.73% 16.60% 16.73% 18.47%

3 BERT 0.548 0.559 0.549 0.558
Sentinel 0.675 0.660 0.663 0.663

% increase 23.18% 18.07% 20.77% 18.82%

4 BERT 0.553 0.594 0.592 0.592
Sentinel 0.626 0.626 0.599 0.631

% increase 13.20% 5.39% 1.18% 6.59%

Unified BERT 0.614 0.630 0.618 0.634
Sentinel 0.684 0.688 0.686 0.689

% increase 11.40% 9.21% 11.00% 8.68%

In-depth results of the unified model was tabulated in Table 6. The sentinel token-based approach
consistently improved the predictive performance in terms of the recall, precision, and F1-score. The SVM
with the radial basis function yielded the best performance, with a recall rate of 0.689, precision of 0.688, and
F1-score of 0.689. For the cases of handling 1 to 4 instruments individually, the results exhibited a similar
pattern, but with different rates of improvements.

Table 6. Performance of the unified model in terms of sentiment classification on a dataset of unseen

messages and instrument names
Approach  Basic threshold  Logistic regression ~ XGBoost  SVM (RBF)

F1 BERT 0.614 0.630 0.618 0.634
Sentinel 0.684 0.688 0.686 0.689
% increase 11.40% 9.21% 11.00% 8.68%
Recall BERT 0.613 0.632 0.619 0.635
Sentinel 0.684 0.688 0.686 0.689
% increase 11.58% 8.86% 10.82% 8.50%
Precision BERT 0.614 0.630 0.618 0.634
Sentinel 0.685 0.688 0.686 0.688
% increase 11.56% 9.21% 11.00% 8.68%

The previous subsection mentioned that sentinel token encapsulation helps to form closely packed
clusters when handling posts with neutral sentiments. It is interesting to know whether the improved
probability estimates give different influences for respective sentiment classification predictions. Table 7
shows that not only the prediction of neutral sentiment was improved, the classifications of bullish and
bearish sentiments were also involved. The F1-scores of bullish and bearish sentiments improved, except for
a slight decrease of 2.13% when using XGBoost to handle cases involving bearish sentiments. The bold
values highlighted the highest rates among all types of classification models. The sentinel token-based
approach outperformed the direct BERT-based approach in most scenarios. The improved handling of bullish
and bearish cases can be attributed to the more closely packed probability values of neutral sentiment in the
probability vectors of aspects. This indirectly helped develop a better model for determining the direction of
the sentiment of an individual aspect.
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Table 7. Performance in terms of the classification of neutral, bullish, and bearish sentiments (unified model)
Coverage  Approach Basic threshold  Logistic regression  XGBoost SVM (RBF)

F1 Neutral BERT 0.461 0.526 0.524 0.530
Sentinel 0.573 0.570 0.546 0.573
% increase 24.30% 8.37% 4.20% 8.11%
Bullish BERT 0.593 0.603 0.596 0.590
Sentinel 0.649 0.647 0.608 0.657
% increase 9.44% 7.30% 2.01% 11.36%
Bearish BERT 0.606 0.652 0.657 0.656
Sentinel 0.655 0.662 0.643 0.663
% increase 8.09% 1.53% -2.13% 1.07%
Recall Neutral BERT 0.468 0.485 0.500 0.517
Sentinel 0.64 0.583 0.568 0.565
% increase 36.75% 20.21% 13.60% 9.28%
Bullish BERT 0.635 0.637 0.608 0.588
Sentinel 0.608 0.618 0.570 0.642
% increase —4.25% —2.98% —6.25% 9.18%
Bearish BERT 0.555 0.665 0.675 0.675
Sentinel 0.620 0.677 0.657 0.688
% increase 11.71% 1.80% -2.67% 1.93%
Precision  Neutral BERT 0.455 0.574 0.551 0.543
Sentinel 0.518 0.557 0.525 0.581
% increase 13.85% —2.96% —4.72% 7.00%
Bullish BERT 0.557 0.572 0.586 0.593
Sentinel 0.696 0.680 0.651 0.673
% increase 24.96% 18.88% 11.09% 13.49%
Bearish BERT 0.667 0.639 0.640 0.638
Sentinel 0.695 0.647 0.629 0.641
% increase 4.20% 1.25% -1.72% 0.47%

5. CONCLUSION

This paper proposed an efficient way for ABOM to extract sentiments of multi-word-span financial
instruments from discussion board messages written in a colloquial English-Chinese code-mixed language
(Cantonese). The proposed approach improved on the original sentinel token concept by treating it as a
sequentially tagged target-independent placeholder to encapsulate multi-word-span instrument names
appeared in the discussion board posts. The encapsulation aimed to facilitate the transformer attention
mechanism to handle a multi-word-span instrument aspect as a single entity and enable the NLI model to
handle unseen aspects effectively. The empirical analysis was based on 5,178 manually annotated
instrument—sentiment pairs originated from finance discussion board messages that addressed sentiments of
one to four instruments in a single post. The proposed approach consistently outperformed in terms of recall,
precision, and F1-score. Similar as machine learning translation tasks, the use of multi-token aware
modelling approach demonstrated to improve the modelling performance. Although the empirical analysis
was based on messages in colloquial Cantonese, the logic of encapsulation of a multiword term to reduce
noise should hold for other languages (e.g., Chinese, Japanese, and Thai) in which a single instrument name
is tokenized into multiple tokens. Apart from focusing on multi-word-span instruments, it is possible to
extend the encapsulation process to cover common multi-word-span colloguial phrases. However, it will take
some effort to construct a tailored lexicon accordingly. It is expected that the overall performance will be
further improved. The findings of this study shed light on the benefits of sentinel token-based encapsulation
for BERT-based NLI modelling.
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