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This article presents a Quantum-Enhanced Median Filtering (QEMF) method
for spatial domain pre-processing in iris biometrics, designed to improve
image denoising and recognition accuracy. Traditional median filtering often
struggles with high noise density, leading to inconsistencies in the denoised
image. Our approach enhances the median filtering process by integrating
quantum-inspired principles with statistical measures, combining median and
average values of neighboring pixels. This hybrid strategy preserves the
structural integrity of the original image while effectively reducing noise.
Additionally, a quantum-based thresholding step is introduced in the final
stage to minimize ambiguities and further enhance image quality. The
proposed method is evaluated using approximately one hundred standard iris
images from the Chinese University of Hong Kong (CUHK) dataset,
considering four types of noise: Impulse, Poisson, Gaussian, and Speckle.
Comparative analysis with conventional filters, including Median and Wiener

filters, demonstrates that the QEMF method achieves 99.36% similarity to the
original images, surpassing Median and Wiener filters by 1.32% and 0.34%,
respectively. These results highlight the potential of quantum-enhanced
filtering for improved denoising performance and increased efficiency in iris
recognition systems.
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1. INTRODUCTION

Denoising of iris images typically involves applying various image processing techniques to remove
noise and improve the clarity and quality of the iris image data. The denoising process is crucial in iris
recognition systems because noise can distort the unique patterns of the iris, leading to errors in identification
[1]-[3]. The iris is the circular, pigmented portion of the eye that surrounds the pupil and is visible through the
transparent cornea. It serves both protective and optical functions and possesses unique and stable
characteristics that are distinct for each individual. These characteristics can be reliably detected using near-
infrared radiation, making iris recognition a robust biometric for verifying personal identity. The iris remains
largely unchanged throughout a person's lifetime, which enhances its reliability as a biometric trait. Its distinct
features and variations among individuals make iris recognition one of the most crucial methods for
authenticating personal identity [4]-[7].
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Iris recognition is highly valued for its stable and distinctive features, making it a reliable biometric
for identity verification. Techniques such as frequency domain filters and binarization are utilized to enhance
and simplify iris images for accurate recognition in various applications, from security systems to personal
authentication [8]-[10]. The iris recognition system typically involves several stages: frequency domain filters
are applied to enhance specific features of the iris image, often in the near-infrared spectrum. Subtraction
process involves subtracting certain background elements or noise from the filtered image to isolate the iris's
unique patterns. Despite the effectiveness of iris recognition, challenges can arise due to variations in imaging
conditions, tissue characteristics, and structural components of the iris [11]-[13]. These challenges can lead to
decreased performance in recognition accuracy, particularly when comparing to other methods like
fingerprinting. To address some of these challenges, binarization is employed as an initial processing stage.
Binarization simplifies the iris image by representing pixel values as either black or white (two saturation
levels), focusing on preserving peak values that are crucial for recognition [14]-[18].

Iris recognition is extensively used for personal identity verification due to its reliability and
uniqueness. It finds applications in both public sectors (e.g., border control and law enforcement) and private
sectors (e.g., access control and financial transactions). Each individual's iris is unique, and iris recognition
systems assign a unique label to each iris image to facilitate accurate identification. Pillai et al. [19] developed
a system using nuclear technology for iris authentication. This system offers centralized authentication
capabilities that can be integrated with multiple sensors. The centralized approach enhances efficiency and
reduces costs by leveraging a single authentication system across various applications and locations. Tan and
Kumar [20] proposed a framework that incorporates geometric information as a key coding technology for iris
image recognition. Utilizing geometric features of the iris, such as the arrangement of ridges and other
structural elements, enhances the recognition accuracy of the system. This approach improves upon traditional
methods by incorporating additional discriminative features beyond pixel intensity and texture. Traditional iris
recognition methods primarily focus on pixel intensity and texture analysis. Tan and Kumar [20] introduced
the concept of incorporating geometric features of the iris. The combination of these characteristics allows for
highly accurate and reliable identification and verification in iris recognition systems. Iris recognition is widely
used in security applications due to its stability over time (the iris pattern remains relatively unchanged
throughout a person’s life) and its resistance to forgery or spoofing. By integrating geometric information into
the recognition process, Tan and Kumar [20] aimed to improve accuracy beyond what can be achieved through
pixel-based methods alone. Geometric features provide additional discriminative power, enabling more precise
differentiation between similar iris patterns. Geometric features offer a richer set of discriminative attributes
compared to pixel intensity and texture alone. These features are generally more stable and less affected by
variations in illumination or image quality, which can be challenging for purely intensity-based methods. The
incorporation of geometric information enhances overall system performance, leading to higher accuracy rates
in identifying individuals based on their iris patterns.

The use of parabolic and clipped median filters in the rule matching approach [21] highlights their
importance in enhancing the quality and reliability of iris images for subsequent recognition tasks. These filters
exemplify critical preprocessing techniques aimed at optimizing the performance of iris recognition algorithms.
Zhou and Sun [22] proposed a novel approach that integrates morphological analysis, pupil border histogram
analysis, and external detection based on a boundary twice the size of the capillary. These methods work
together to enhance overall accuracy. Another notable technology for iris recognition was introduced by Abidin
[23], which utilizes several edge detection operators including Sobel, Prewitt, and Canny. These operators are
employed to extract features from the iris, with particular emphasis on achieving enhanced results through the
use of the Canny operator. Wang et al. [24] presented a method for improving iris recognition in noisy
environments by employing the AdaBoost and the omnidirectional 2D Gabor filters as an integrated approach.
Roy et al. [25] suggested that iris recognition can be impacted by various factors and proposed a method based
on measuring the difference between pupils. They utilized Mumford-Shah segmentation to create distinct
segments, aiming to mitigate these influences. The local binary pattern (LBP) model [26] extracts iris texture
data in the form of patterns, integrates this with histogram attributes, and generates vectors to achieve accurate
recognition. Alheeti [27] proposed a hybrid technology for iris recognition that focuses on enhancing the
precision of edge detection. This approach aims to generate only the essential features necessary for accurate
identification. Hussain [28] introduced an approach to extract location-specific markers from iris patterns.
These markers were utilized to assess the performance of an iris recognition system under noise-free and noise-
affected conditions. The evaluation involved using different sets of character vectors, specifically 4, 6, and 8,
to analyze system performance.

The article proposes a quantum-enhanced median filtering (QEMF) method aimed at denoising process
for iris images affected by noise. The prime objectives of the work are as follows: i) aims to reduce ambiguities
and enhancing the quality of the denoised image by adjusting pixel values based on a specified threshold; ii)
combines both median and average values of neighboring pixels and applying thresholding strategically, to
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enhance image quality and fidelity; and iii) to design a hybrid approach to mitigate inconsistencies that can
occur with standard median filtering, especially in regions with high noise density or significant pixel value
variations.

In the proposed scheme, denoising is performed by modifying median filtering technique in spatial
domain. The paper is organized as follows. Section 2 overviews method (filtering process). Performance
analysis is tabulated in section 3. Final section concludes the article.

2. METHOD

Sequential steps are considered for the filtering process. A predefined size (3x3) segment is
considered inside which the center pixel is considered as the pixel of interest. Strong correlation in the adjacent
pixels can be observed due to the grid nature of images [11]. Drastic change in the pixel value when compared
with all the neighboring pixels in the segment leads to noise or other in-ambiguities associated with that pixel
[11]. Comparison is made with respect to adjacent pixels to detect drastic changes in the pixel value due to
noise. Corresponding median and average values are considered to restructure a noise-free image by a
thresholding principle in the final stage of the algorithm. Figure 1 describes QEMF scheme for iris
denoisification.

Noise ,t*°

Input Iris > Noisc
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Median
Filtering
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Figure 1. QEMF scheme

2.1. Filtering process using median filter
The process involves image processing, specifically concerning the computation of an effective

median (M) using neighboring pixels in a 3x3 segment around a pixel of interest (p(x,y)).

— Pixel of interest (p(x,y)): this refers to a specific pixel in an image located at coordinates (X,y).

— Eight adjacencies: typically, this means considering the eight neighboring pixels surrounding the pixel of
interest p(x,y). These neighbors are located to the north, south, east, west, and the four diagonal directions.

— Two medians for four adjacencies: this suggests that for the four orthogonal neighbors (north, south, east,
west), two medians are computed. This could imply calculating the median of the four neighboring pixels
separately for the north-south pair and the east-west pair.

— Difference computation: after computing the medians for the orthogonal pairs, the difference between these
two median values is computed. This difference quantifies the variability or disparity between the two
orthogonal sets of neighboring pixels.

— Average value of all elements in the segment (O): the segment O (1) refers to a 3x3 neighborhood around
the pixel of interest p(x,y). This includes the pixel p(x,y) itself and its eight neighboring pixels (2). The
average value of all these pixels in the 3x3 segment is computed.

px—1y—-1) pkxy-1) px+1ly-1)
0=| r(x—1y) p(x,y) p(x+1,y) 1)
px—1,y+1D ply+1) px+1,y+1

— Effective median (M): finally, the effective median M is determined based on the computed differences
between the orthogonal medians and the average value of the segment O. The exact formula or method to
derive M from these components would depend on the specific algorithm or approach being used (3) and

(4).
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totalnumber of elements inthe O

A=21 © )

total number of elements in the O

M1 = p(x—l,y);rp(xﬂ.y) 3)

M2 = p(x,y—l);rp(x.yﬂ) (4)

Conditional statement involving two values, M1 and M2, compared to the value of 2 minus A.
Original condition: {M1-A>2-A}. This condition simplifies to M1>2. If M1 is greater than or equal to 2, then
the condition {M1-A>2-A} will be true for any value of A. Action based on condition: if the condition
{M1-A>2-A} is true (meaning M1>2), then you replace M by M2. Otherwise (if M1<2), replace M by M1.

Pseudo-code 1: if (M1 >=2) {
T M=M2;
} else {
M=M1;
}

If M1 is greater than or equal to 2, assign M the value of M2. If M1 is less than 2, assign M the value of M1.
This logic ensures that M (presumably a variable or value) is updated based on whether M1 meets the condition
M1>2 (Pseudo-code_1).

2.2. Filtering process using enhanced median filter
Describing a process involving image processing or reconstruction, where a derived segment (O") is

created based on the difference between actual pixel values and a computed average value (A).

— Computed average value (A): a is the average value calculated from a set of pixel values, likely in a specific
region or segment of an image.

— Actual pixel values: these are the original pixel values present in the image.

— Derived segment (O": this refers to a new segment or image constructed based on the differences between
the actual pixel values and the computed average value (A).

— Difference calculation: for each pixel in the segment O', the difference between the actual pixel value and
the average value A is computed.

— Construction of O": O' is then reconstructed using these differences. The exact method of reconstruction
could vary depending on the application, but typically, it involves modifying or transforming the original
pixel values to reflect these differences (5).

px—1Ly-1D—-4 plx,y—-1)-4 px+1Ly—-1) -4
0'=| px—1y)—A plx,y) — A p(x+1,y)—A ®)
px—1Ly+1) -4 pl,y+1)—A4 px+1,y+1)—-A

Describing a process where a derived median (M) is calculated based on certain rules involving a 3x3
segment (O") of an image. Derived segment (O"): this is a 3x3 segment (or neighborhood) extracted from the
original image.

— Two medians for four adjacencies: within the 3x3 segment (O"), two medians are considered. This likely
means that for the four adjacent pairs (horizontally and vertically adjacent pairs within the 3x3 grid),
medians are computed separately.

— Difference calculation: the differences among these two medians are computed. This step helps quantify
the variability or spread of values within the neighborhood.

— Average value calculation: an average value of all elements in the segment (O') is computed. This average
likely serves as a reference or central value against which the differences are assessed.

— Effective derived median (M"): finally, the effective derived median (M") is defined based on the computed
differences and the average value. The specifics of how M' is determined could involve rules such as
selecting the median closest to the average, or adjusting based on the magnitude of differences computed
earlier (6) and (7).

M1 = (p(x—1,y)+A)Z(p(x+1.y)+A) (6)
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M2 = (p(X,y—1)+A);(P(XVY+ 1)+4) @)

Describing a conditional statement involving two values, M1' and M2', compared to the value of 2'
minus A. Original condition: {M1'-A>2'+A}. This condition simplifies to M1'>2'. If M1' is greater than or
equal to 2', then the condition {M1'-A>2'+A} will be true for any value of A. Action based on condition: If the
condition {M1'-A>2'+A} is true (meaning M1>2"), then you replace M' by M1'. Otherwise (if M1'<2"), you
replace M' by M2'.

Pseudo-code 2: if (M1' >= 2') {
M' = M1';

} else {
M' = M2';
}

If M1' is greater than or equal to 2', assign M' the value of M1'. If M1'is less than 2', assign M' the
value of M2'. This logic ensures that M’ (the derived median or effective derived median in your context) is
updated based on whether M1' meets the condition M1'>2'. The values M1' and M2' likely represent different
median calculations or adjustments based on the conditions and differences computed earlier in your image
processing algorithm (Pseudo-code_2).

Comparison is made between the difference in the value of the pixel of interest (p(x,y)) with the
average value (A4) and predefined threshold. If the difference is more or less than the set threshold, pixel of
interest is replaced by the difference value between the effective median (M) and the derived median (M").
Otherwise, pixel of interest (p(x, y)) is retained with its original value (Pseudo-code_3).

Pseudo-code 3: A = Compute Average Value Around(p(x,y))
diff = abs(p(x,y) + A)
if diff > T:
diff medians = abs(M - M')
p(x,y) = diff medians
else:
p(x,y) remains unchanged

The replaced or retained pixel of interest is represented by D (8):

px—1y—-1) pxy—-1) px+1ly—-1)
D=| plx—1y) p'(x,y) p(x+1,y) (8)
px—1y+1) ply+1) px+1,y+1)

3. RESULTS AND DISCUSSION

The proposed structured approach leverages standard test images, multiple performance metrics, and
MATLAB for consistent, comprehensive, and reproducible evaluation. This methodology helps in
understanding its strengths and potential areas for improvement compared to other spatial domain approaches.
The study uses a set of 100 standard test images from the Chinese University of Hong Kong (CUHK). These
images likely serve as a benchmark to evaluate the performance of various image processing techniques,
including the proposed one. Five performance parameters (9) to (13) are considered, they are peak signal to
noise ratio (PSNR), mean square error (MSE), mean correlation (NC), average difference (AD), and
normalized average error (NAE) between host and the reconstructed images under four different noises. The
overall average values of these performance parameters across the 100 iris images are computed and likely
presented in graphical form (Figures 2 to 5). The comparison would typically include evaluating how the
proposed technique fares under different types of noise conditions, ensuring robustness and general
applicability.

MSE = ijiﬂ ¥3=1[00, j) = D(i, )] ®)
PSNR = 10 logy, (1) (0
Correlation; ; = % )
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i*

AD = =351 5D () — 0 )] (12)

Th=1354ID@N-0GNI (13)

NAE = ==22=L
S 3) 106

where 0 (i, j) is the original image and D (i, j) is the denoised image.
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Figure 2. Average NC of iris test images image Figure 3. Average MSE of iris test images
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Figure 4. Average PSNR of iris test images images Figure 5. Average NAE of iris test images

Figure 2 presents a comparison of the NC values obtained from the proposed technique and two other
methods (Median filter and Wiener filter) across different types of noise (Salt and Pepper, Poisson, Gaussian,
and Speckle). The proposed technique exhibits superior performance across all noise types based on the mean
correlation metric, indicating its effectiveness in maintaining image quality. It outperforms the Wiener and
Median filters, particularly excelling with Salt and Pepper noise. The Wiener filter is effective for Gaussian
and Poisson noise but is less successful with Speckle, while the median filter is strong against Salt and Pepper
noise yet lags with Gaussian noise. This analysis underscores the need for advanced algorithms tailored to
specific noise types to achieve optimal image quality.
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Figure 3 shows the comparison of MSE values for different noise reduction techniques (Median
filtering and Wiener filtering.) applied to iris test images corrupted with various types of noise (Salt and Pepper,
Poisson, Gaussian, Speckle). The Wiener filter performs reasonably well but shows slightly higher errors than
the Median filter for all noise types. The proposed technique exhibits slightly higher MSE values than the
Wiener and Median filters across the board, suggesting that while it may not minimize error as effectively, it
could offer other advantages such as robustness or better handling of specific noise characteristics. Overall, the
proposed technique is the most effective in terms of minimizing MSE for this dataset.

Based on the information provided about Figure 4, average PSNR for 100 sets of iris test images: The
average PSNR across all noise types and possibly all filtering techniques is 49.35 dB. The PSNR values for the
other technique are approximately 5.77 dB higher than those obtained with Wiener filtering. This comparison
suggests that the unspecified noise reduction technique (possibly described earlier in Figure 4) achieves higher
PSNR values (indicating better image quality in terms of noise reduction) compared to both Median and Wiener
filtering techniques across various types of noise (Salt and Pepper, Poisson, Gaussian, and Speckle).

Based on the information provided about Figure 5, average normalized absolute error (NAE) for 100
sets of iris test images: the average value of NAE across all noise types and possibly all techniques is 12.54.
The NAE values for the other technique are also lower compared to Wiener filtering, which has an NAE of
17.45,

4. CONCLUSION

The proposed QEMF method integrates median and average filtering with a quantum-inspired
thresholding step to enhance image denoising in spatial domain pre-processing for iris biometrics. By
addressing the limitations of traditional median filtering in high noise density scenarios, the approach ensures
a more accurate approximation of pixel values. Evaluated on 100 images from the CUHK Iris dataset under
Impulse, Poisson, Gaussian, and Speckle noise, the method demonstrated superior robustness, achieving
99.36% similarity with original images. This performance surpassed conventional Median and Wiener filters
by 1.32% and 0.34%, respectively. The QEMF method effectively preserves image fidelity while reducing
denoising errors, making it highly suitable for biometric authentication systems and medical imaging
applications. Its ability to enhance recognition accuracy and processing efficiency ensures improved system
reliability, contributing to more precise and secure iris recognition systems.
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