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 The exponential growth of users in data networks presents significant 

challenges in terms of availability and traffic management. The advent of 

software-defined networking (SDN) technology offers new opportunities for 

enhancing performance and reducing operational costs. This article compares 

traditional data networks using conventional routing protocols like OSPF with 

SDN networks. An evaluation scenario was designed to assess the 

performance of conventional data networks configured with OSPF against 

those implemented with SDN using OpenFlow. Performance tests were 

conducted with various packet sizes, evaluating round-trip time (RTT) and 

jitter metrics using GNS3 and Mininet software to simulate conventional and 

SDN networks, respectively. The results demonstrated superior performance 

in SDN, with shorter transmission times; RTT values reached a maximum of 

0.18 ms for packets ranging from 32 to 512 bytes, and jitter values remained 

below 1 ms. Furthermore, a routing analysis highlighted the need for 

specifying path redundancy in SDN environments via simulation scripts, a 

limitation not observed in conventional networks. This emphasizes the 

importance of addressing this issue when deploying SDN in production 

environments. 
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1. INTRODUCTION 

The exponential growth in the number of users in data networks has led to significant challenges, 

particularly in terms of availability, scalability, and traffic management. Traditional networks, which rely on 

conventional routing protocols such as OSPF, face difficulties in meeting these increasing demands, especially 

in large-scale infrastructures where configuration and maintenance become increasingly complex [1]. Legacy 

networks have played a fundamental role in the development of telecommunications infrastructure, but their 

management has proven tedious, requiring lengthy configurations and increasing use of dedicated devices [2]. 

As a result of these limitations, software-defined network (SDN) have emerged as an alternative offering 

greater flexibility and centralized control [3]-[7]. 

Previous studies have investigated various aspects of the transition to SDN. For instance [8], analyzed 

the impact of SDN controller deployment in legacy networks, proposing models to optimize their placement. 

The study discusses the minimum number of controllers required for an efficient transition, proposes an 

analytical model, and conducts experiments on the quantity, and optimal locations of the controllers. An 

optimization model is presented to address the controller placement problem during the transition, with three 

alternative policies for selecting nodes to host controllers. The impacts of these policies on controller load 

balancing during the transition are examined. The reliability of SDN was evaluated in comparison to traditional 

https://creativecommons.org/licenses/by-sa/4.0/
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networks, revealing that while SDN offers greater flexibility, it does not necessarily improve operational 

reliability [9]. A model based on link failures is proposed, finding that although SDN networks offer advantages 

in other aspects, they do not significantly improve operational reliability compared to legacy networks. 

Approaches to enhance reliability, such as considering control convergence and rapid fault detection, are 

suggested, providing valuable insights for network operators considering migration to SDN. Routing 

optimization algorithms in hybrid SDN networks were examined, demonstrating improvements in link 

utilization [10]. The study proposes considering path cardinality constraints in routing optimization, 

formulating the problem as a mixed integer nonlinear programming (MINLP) model, an approximation 

algorithm called the H-permissible paths routing scheme (HPRS) is presented, which selects a specific number 

of permissible paths for flow routing. The results show that HPRS outperforms other routing algorithms in 

minimizing maximum link utilization (MLU) and reducing flow entries. In terms of performance metrics, in 

[11] compared various SDN controllers, concluding that OpenDayLight performed better in terms of round-

trip time (RTT) and jitter. OpenDayLight showed better results in RTT in 7 of 8 changes, while RYU 

demonstrated better results in jitter in half of the variations and in Throughput in six of the eight variations. 

This study showed the initial results for the choose of the OpenDayLight controller in this research. Finally, 

the k-LB problem is addressed, and an algorithm is proposed to solve it, demonstrating its effectiveness in 

experiments with different network topologies [12]. Results show that the algorithm outperforms to others in 

terms of performance and stability, approaching the optimal solution in terms of link utilization. 

The research preview evidence studies over choice of controllers and analysis of their operation, 

definition and optimization of algorithms to improve routing processes are evidenced but not provide evidence of 

a comparative analysis over performance metrics like RTT and jitter between conventional and SDN networks, 

nor do they assess the impact of packet size on the operation of these two types of networks. Additionally, the 

previous studies do not address redundancy analysis in the context of logical or physical link failures, highlighting 

an open and active area of research in the field of networking. In accordance with the above, this study first 

analyzes the performance in terms of latency (RTT) and variability (jitter) in both conventional and SDN networks 

with varying packet sizes. Second, it evaluates redundancy in SDN and conventional networks offering novel 

perspective on managing link failures in SDN and comparing the response of traditional networks. The rest of the 

article is organized as follows: section 2 principles SDN, section 3 details the experimental method and results, 

and section 4 presents conclusions along with suggestions for future research. 

 

 

2. SOFTWARE-DEFINED NETWORK PRINCIPLES 

The architecture of conventional networks exhibits a dependency on control and forwarding functions, 

provided by the integration into a single network node between the control plane (control layer) and the data plane 

(infrastructure layer), as depicted in Figure 1 [9]. Additionally, the management plane (application layer) is included, 

further constraining system centralization, impacting its flexibility and scalability [13]. The architecture of SDN is 

built upon the principle of centralization by decoupling the control plane from the management plane, driving 

intelligent global connections, low loss, and cloud abstraction [13]-[15]. This is achieved because the control plane 

is comprised of a component called the controller, which dictates how packets are managed in the data plane 

corresponding to the network components where packet forwarding occurs [2], as illustrated in Figure 2. 
 

 

 

 

Figure 1. Conventional network architecture, based on [16]-[20] 
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Figure 2. SDN network architecture, based on [13], [21], [22] 
 

 

From the higher-level, management, or application plane, network instructions and management are 

provided, indicating corresponding routing rules [21], [23]. Communication between the planes occurs through 

3 types of APIs (northbound, southbound, and east/westbound), the first two are relevant for this research. The 

northbound API facilitates communication between the management plane and the control plane, potentially 

involving third-party applications and enabling network management and rule-setting for the control plane 

[21], [23], [24]. A southbound API enables communication between the control plane (controller) and the data 

plane, providing routing rules [21], [24], the most popular API of this kind for SDN networks is OpenFlow, 

standardized by the open networking foundation [25], [26]. Figure 3 illustrates the most well-known and used 

APIs in the SDN environment [25], [27]. 
 

 

Southbound Interface

Northbound Interface

Terminal Controller

RESTful | SNMP | FTP | Kafka

Telnet | ForCES | SNMP | OpenFlow | 
SSH | RESCONF. | NETCONF. | OpenFlex

Telnet | ForCES | SNMP | OpenFlow | SSH 

| RESCONF. | NETCONF. | OpenFlex

 
 

Figure 3. SDN SBI and NBI API protocols 

 

 

2.1.  Routing metrics on conventional network 

The protocols used by conventional IP networks rely on metrics that determine the shortest path to a 

remote network. Among the metrics used are hops for RIP; bandwidth, delay, MTU, and reliability for EIGRP; 

and cost for OSPF. RIP was developed by xerox network systems (XNS) and standardized in RFC 1058 [28]-

[30]. EIGRP, like RIP, is a distance vector protocol developed by Cisco and standardized in RFC 7868 [31]. 

OSPF is a link-state protocol developed by the IETF and openly standardized in RFC 2328; the metric OSPF 

works with is the cost based on the bandwidth of its interfaces to reach the destination network (1), with an 
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inversely proportional relationship between higher bandwidth and lower cost [32]. For the evaluation of 

performance at the time level, metrics such as RTT and Jitter stand out, among others. The first can be 

calculated using (2) with the ping tool and is described in RFC 6349, which refers to the total RTT [33]. For 

jitter, its calculation is based on the real-time transport protocol (RTP), as described in RFC 1889 [34], and 

corresponds to the statistical variation of packet arrival times; (3) is used to calculate of the difference (D) 

between the arrival times (R) and RTP timestamp (S) of packets i and j. For Jitter, it is continuously calculated 

upon receiving data packets (𝑖) from the source, using the difference (D) and the previous packet (𝑖 − 1), 

resulting in (4). Where 𝐽 represents the jitter value, 𝐷(𝑖 − 1, 𝑖) is the difference between arrival times and RTP 

timestamp of the previous and current packets. The gain parameter 1/16 provides a good noise reduction ratio. 
  

𝑂𝑆𝑃𝐹 𝐶𝑜𝑠𝑡 =
108

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ
 (1) 

 

𝑅𝑇𝑇 =
𝑇𝑜𝑡𝑎𝑙 𝑅𝑇𝑇𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟

𝑇𝑟𝑎𝑛𝑠𝑓𝑒𝑟 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑠𝑒𝑐
𝑚𝑠 (2) 

 

𝐷(𝑖, 𝑗) = (𝑅𝑗 − 𝑅𝑖) − (𝑆𝑗 − 𝑆𝑖) (3) 
 

𝐽 = 𝐽 +
|𝐷(𝑖−1,𝑖)|−𝐽

16
 (4) 

 

 

3. METHOD 

This study defined four stages for the development of the research, as illustrated in Figure 4. The first 

stage involved the selection of software tools and versions used in the project, with the primary references for tool 

selection being [35]. The second stage focused on the design and implementation of the network environment, 

where use cases were applied to emulate both conventional and SDN networks; in SDN was used OpenDayLight 

controller. The third stage consisted of performance testing, generating ICMP, UDP, and TCP traffic through the 

simulated environments with the objective of measuring RTT and jitter under varying packet sizes. Finally, the 

fourth stage presents an analysis of redundancy links in both SDN and traditional networks. 
 

 

 
 

Figure 4. Method proposed 

 

 

3.1.  Stage 1 software tools and versions selection 

The software tools used for the experiment are presented in Table 1, and include Mininet for the SDN 

environment, GNS3 for the conventional network, and Wireshark for traffic analysis. The version of OpenFlow 

chosen was 1.3, as it is integrated with Wireshark and serves as the southbound API (SBI) for the SDN 

environment. The installation of Mininet was performed on Ubuntu 22.04 operating system by extracting the 

repositories through Github. After installing Mininet, the performed the integration with OpenDayLight 

version 0.3.0 Lithium, extracted from the official site. 

 

 

Table 1. Software specifications used 
Software Version Programming language Programming language version 

Mininet 2.3.1B4 Python 3.8.10 

GNS3 2.2.43  3.10.11 

OpenFlow 1.3 N/A N/A 
iPerf iPerf3 C N/A 

OpenDayLight 0.3.0 Lithium Java 8 

 

 

3.2.  Stage 2 escenaries defined 

The experimental process began by configuring the topologies in GNS3 for conventional networks, 

as show Figure 5, and Mininet for SDN networks, as shown in Figure 6. Both networks were set up with a 

bandwidth of 155.52 Mbps over link. Wireshark was used to capture and analyze the test data, while OpenFlow 

1.3 was chosen as the API for SDN controller interaction. The configuration SDN topology over mininet take 

reference [26]. 

Stage 1. Software tools 
and versions selection

Stage 2. Escenaries 
defined

Stage 3. Performance 
metrics test and results

Stage 4. Redundancy 
analysis
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Figure 5. Proposed topology Figure 6. Proposed SDN topology 

 

 

3.3.  Performance metric test and results 

Performance analysis was conducted in each network environment by executing 10 tests for each of 

the 10 packet size variations respectively (32 bytes, 64 bytes, 128 bytes, 256 bytes, 512 bytes, 1024 bytes, 1500 

bytes, 2048 bytes, 4096 bytes, and 8192 bytes). 500 samples were extracted per test, resulting in a total of 5000 

samples per link test. 

The RTT metric was evaluated by sending ICMP traffic using the ping tool, with tests performed 

between Host 1 as the sender and Host 2 and Host 3 as receivers. Additional tests were carried out with Host 2 as 

the sender and Host 3 as the receiver. A total of 300 RTT tests were performed, yielding 150,000 samples. For 

jitter, UDP traffic was sent using the iPerf3 software, with each network component set up as either a server or 

client to ensure bidirectional traffic flow. Table 2 presents the setup for RTT and jitter testing. 
 
 

Table 2. Proposed scenarios to RTT and jitter evaluation 
Link RTT/tool Jitter/software 

Host 1-Host 2 Ping IPerf, software used for this metric 
Host 1-Host 3 Ping 

Host 2-Host 1 N/A 

Host 2-Host 3 Ping 
Host 3-Host 1 N/A 

Host 3-Host 2 N/A 

 
 

For jitter testing, 6 packet transmission scenarios were defined to ensure a comprehensive evaluation, 

and 600 tests (100 per scenario) were conducted, resulting in 300,000 total samples for this metric. Upon 

completion of data collection for both metrics, a total of 900 tests were performed, yielding 450,000 samples. 

Table 3 summarizes the testing and sampling process for each metric. Throughout the testing process, collected 

data for both RTT and jitter were analyzed to determine the network's performance under different packet size 

variations. Inconsistent results due to high CPU load in the GNS3 environment led to the exclusion of some 

samples. These anomalies were primarily observed during higher packet size tests (4096 bytes and 8192 bytes), 

and as a result, they were discarded to maintain the reliability of the analysis. 
 
 

Table 3. Testing and sampling for RTT and jitter 
Metric Traffic Number of test Number of samples 

RTT ICMP 300 150000 

Jitter UDP 600 300000 

 

 

3.3.1. Round-trip time performance test results 

The results of the RTT tests, as summarized in Table 4, show that as the packet size increases, the 

RTT times also increase, particularly in conventional networks. In SDN, this increase is minimal, 

demonstrating its superior performance in terms of latency. This behavior aligns with previous 

findings [8], [10], [11], which emphasized that SDN’s centralized architecture allows for more efficient 

routing, reducing the time required for packet processing. In contrast, conventional networks using OSPF 

require more time to calculate the shortest path due to their distributed nature, which results in longer RTT 

times as packet sizes grow. 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 14, No. 3, June 2025: 1779-1793 

1784 

Table 4. RTT measurement results-average 

Test (bytes) 

RTT average (ms) 

H1-H2 H1-H3 H2-H3 

Conv. SDN Conv. SDN Conv. SDN 

32 39.53 0.21 57.50 0.18 40.17 0.18 

64 38.42 0.22 58.01 0.18 39.09 0.18 

128 39.19 0.22 57.16 0.18 39.70 0.20 
256 39.55 0.22 59.10 0.18 39.45 0.21 

512 39.45 0.22 59.17 0.18 39.68 0.21 

1024 40.13 0.22 59.00 0.19 41.78 0.21 
1500 60.69 0.29 80.66 0.24 60.80 0.29 

2048 60.76 0.32 81.55 0.24 62.40 0.28 

4096 81.45 0.49 102.24 0.44 82.11 0.49 
8192 143.69 1.24 166.02 1.19 145.65 1.23 

 

 

It can be observed that in both types of networks, there was an increase in RTT time as the packet size 

increased. For the conventional network environment, the results are shown in Figure 7. From the results obtained 

in the conventional network, as shown in Figure 7 and Table 5, an increase in RTT was observed for each packet 

size variation when testing from H1 to H3. Although the proportional increase in RTT with increasing packet size 

was observed, the best time was 38.42 ms in the 64 bytes test from Host 1 to Host 2, while the highest time was 

for the 8192 bytes test from H1 to H3, with 166.02 ms. The final RTT results in the SDN environment are depicted 

in Figure 8, showing a notable difference between the highest SDN results, with measurements below 1.50 ms 

compared to measurements above 150 ms in the conventional network. 
 

 

 
 

Figure 7. Average RTT in conventional network 

 

 

Table 5. Jitter test average 1 

Test (bytes) 

Jitter average (ms) 

H1-H2 H1-H3 H2-H3 

Conv. SDN Conv. SDN Conv. SDN 

32 20.36 0.004 20.31 0.005 15.23 0.004 

64 23.36 0.004 18.93 0.004 47.50 0.003 

128 23.26 0.005 18.04 0.007 23.84 0.006 
256 20.84 0.010 34.83 0.012 11.87 0.005 

512 29.90 0.006 29.25 0.010 12.79 0.014 

1024 58.63 0.015 66.16 0.012 41.43 0.016 
1500 51.34 0.030 74.57 0.018 51.41 0.024 

2048 72.84 0.027 80.16 0.017 64.53 0.023 

4096 204.97 0.022 139.97 0.015 147.17 0.019 
8192 378.47 0.015 354.61 0.013 306.24 0.012 

 

 

The low RTT values in SDN (ranging from 0.18 ms to 1.24 ms across different tests) highlight the 

network’s ability to handle real-time traffic more efficiently compared to conventional networks, which 

exhibited RTT values above 100 ms in larger packet sizes. This difference is particularly relevant for latency-

sensitive applications such as real-time video streaming or VoIP, where consistent low-latency performance is 

crucial. However, it is important to note that SDN’s reliance on centralized control can also be a limitation in 

larger, more complex networks, where the controller may become a bottleneck if not properly optimized. 
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Figure 8. Average RTT in SDN 

 

 

3.3.2. Jiter performance test results 

The jitter results, presented in Tables 5 and 6, indicate a much more stable performance in SDN 

networks compared to conventional networks. As observed, jitter values in SDN remained below 10 ms in all 

tests, even with larger packet sizes, whereas conventional networks saw jitter values exceeding 400 ms with 

8192-byte packets. This confirms that SDN provides a more reliable experience in environments where traffic 

stability is critical, such as in multimedia communications or online gaming, where high jitter can cause 

noticeable disruptions. From the collected data, it can be observed, with the assistance of Figure 9, that the 

jitter behavior in the conventional network environment is similar to that observed in the RTT test. It is evident 

that the jitter time increased directly with the packet size worked on. 
 

 

Table 6. Jitter test average 2 

Test (bytes) 

Jitter average (ms) 

H1-H2 H1-H3 H2-H3 

Conv. SDN Conv. SDN Conv. SDN 

32 25.76 0.004 14.11 0.004 50.79 0.018 
64 14.65 0.003 21.29 0.004 18.14 0.004 

128 16.41 0.005 18.20 0.004 38.89 0.012 

256 25.14 0.005 37.10 0.006 46.63 0.018 
512 44.18 0.009 42.07 0.012 34.23 0.010 

1024 49.07 0.011 43.39 0.012 44.60 0.011 

1500 45.50 0.017 81.14 0.017 32.67 0.012 
2048 109.40 0.015 138.14 0.014 100.81 0.012 

4096 170.48 0.014 136.47 0.015 189.53 0.019 

8192 468.04 0.012 429.90 0.015 438.13 0.018 

 

 

 
 

Figure 9. Average jitter in conventional network 
 
 

The highest jitter values were obtained for packet size tests of 8192 bytes, with the highest result being 

in the H2-H3 test with 468.04 ms. The lowest results in this environment were 18.04 ms and 18.93 ms for 

packet sizes of 128 bytes and 64 bytes for H1-H3, respectively; 15.23 ms, 11.87 ms, and 12.79 ms for packet 

sizes of 32 bytes, 256 bytes, and 512 bytes in H2-H1; 14.65 ms and 16.41 ms in the tests of 64 bytes and 128 

bytes for H2-H3; 14.11 ms and 18.20 ms for tests of 32 bytes and 128 bytes in H3-H1. The best result in the 
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H3-H2 test was with 64 bytes, with an average of 18.14 ms. The lowest jitter values were observed in tests 

between H1 and H3, while the highest value was generated in the H3-H2 test. The final averages of the jitter 

tests for the SDN network are shown in Figure 10, where no averages exceeded 10 ms, and in 5 out of the 6 

tests conducted between hosts, there were spikes in times when working with 1500 bytes, presenting 0.030 ms in 

H1-H2, 0.018 ms in H1-H3, 0.024 ms in H2-H1, 0.017 ms in H2-H3, and H3-H1. In the H3-H2 test, the peak 

time was 0.019 with 4096 bytes. 
 

 

 
 

Figure 10. Average jitter in SDN 
 
 

In general, the best time was observed when working with 64 bytes for all tests conducted, with values 

of 0.004 ms and 0.003 ms. In the network tests between H1-H2, H1-H3, H2-H1, and H2-H3, there was a trend 

of increasing jitter average between 32 bytes and 1500 bytes. In the remaining 3 packet size variations, a 

decrease in jitter time was observed, which did not occur in the conventional environment tests. As mentioned 

earlier, for the transmission of 64-bytes packets, this variable yielded the best results in the conventional 

network, a characteristic that was observed in each of the SDN environment tests. Except for the H3-H2 tests, 

the 128-bytes packet was the second-best performing variable overall for the SDN environment. This aspect, 

in the conventional network, resulted in the second-best outcome in the H2-H1 and H3-H1 tests, with the lowest 

values in H1-H3 and H2-H3 tests. 

These findings support the idea that the programmability of SDN allows for better traffic management 

and queue handling, reducing the variability in packet arrival times, which is a common issue in conventional 

networks relying on traditional routing protocols like OSPF. For applications requiring low jitter, SDN is 

clearly the best option. 

 

3.4.  Redundancy analysis over software-defined network routing versus conventional networks 

3.4.1. Link redundancy analysis in software-defined networks 

Once the connection between all network hosts was validated using ping, the highlighted interface in 

Figure 11 was shutdown from the OpenDayLight platform environment. The link failure is triggered using the 

command "link s3 s2 down" via the Mininet terminal. Figure 12 confirms this process by indicating the 

interface that has been shut down and the corresponding command. 
 
 

 
 

Figure 11. Remove first link between Host 3-Host 2 
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Following the interface shutdown, the ongoing transmission of ICMP messages from Host 3 to Host 2 

is evident in Figure 13. The path redundancy process obtained is illustrated in Figure 14, corresponding to the 

second path configured in the SDN network topology script. 
 

 

  

  

Figure 12. Test interface 

shutdown 

Figure 13. ICMP traffic between test devices 

 

 

 
 

Figure 14. New route after disconnection between switch3-switch2 
 

 

As a final validation, the interface between SwitchOF4 and SwitchOF2 was shutdown, as shown in 

Figure 15, resulting in Host 2 being unreachable by Host 3. This demonstrates the necessity of configuring 

redundancy in the network through the topology script in order to add the new route Host 2 → SwOF3 → 

SwOF4 → SwOF1 → SwOF2 → Host 1. From the controller, the disconnection event is analyzed using 

Wireshark, revealing the lack of communication between Host 1 and Host 2, as shown in Figure 16. 
 
 

 

 

Figure 15. Elimination of second link between Host 1 and Host 2 
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Figure 16. Host disconnection detection from controller 

 

 

The results from the SDN routing analysis indicate that although centralized control offers flexibility, 

specific scripts must be implemented to ensure redundancy in case of failures. This is one of the main 

differences from conventional networks, where protocols like OSPF dynamically manage route recovery. The 

lack of automation in SDN can be a limitation unless routing configurations are optimized. Figure 17 indicates 

the inability to connect between Host 1 and Host 2, while Figure 18 shows the command to turn off and on the 

interface. In this last disconnection event, no redundancy was generated in the network because the path 

illustrated in Figure 15 is not specified in the topology script. 

 

 

 
 

Figure 17. Connection drop between Host 3 and Host 2 

 

 

 
 

Figure 18. Switching test interfaces shut on and shut off 

 

 

3.4.2. Link redundancy analysis in conventional networks 

After conducting the redundancy analysis at the link level in SDN networks, the same procedure was 

applied to conventional networks. Figure 19 depicts the scenario implemented for the conventional network in 

GNS3 using OSPF with IPv4 addressing scheme. Once the configuration using the OSPFv2 protocol is 

completed, the routing tables of the 4 routers involved are verified, as shown in Figures 20 to 23. 
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Figure 19. Conventional network using GNS3 

 

 

  
 

Figure 20. Routing table R1 

 

Figure 21. Routing table R2 

 

 

  
 

Figure 22. Routing table R3 

 

Figure 23. Routing table R4 

 

 

The routing test conducted in the conventional network environment involved sending ICMP packets 

from Host 1 to Host 2, validating the preliminary paths chosen by OSPF, as indicated in Figures 24 and 25 

after executing the "traceroute" command. In order to validate the redundancy of the OSPF protocol, the same 

failure was simulated in the previously simulated network in SDN, by shutting down the interface connecting 

Router 2 with Router 3 (P1/0). The update of the defined route from Host 1 to Host 2 is evidenced in  

Figure 26 compared to the first route corresponding to Host 1→ Router 2 → Router 1 (1.0.0.2) → Router 3 

(1.0.0.5) → Host 2 (192.168.40.2), as indicated in Figure 27. The new route from Host 1 to Host 2 is displayed 

from the console of the first component in Figure 28 and is represented in Figure 29. 
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Figure 24. Traceroute H1-H2 

 

Figure 25. Traceroute H2-H1 
 

 

 

 

Figure 26. Traceroute H1-H2 
 

 

 
 

Figure 27. New best route between H1 and H2 
 
 

 
 

Figure 28. New traceroute H1-H2 
 

 

The cost for the new route is 4, after adding the link corresponding to interface P1/0 of Router 4. After 

conducting the routing tests in the network environments, using OSPF and OpenFlow protocols, it was evident 

that a conventional network updates the shortest possible routes when a link failure occurs, with the help of 

dynamically emitted protocol messages. In the case of SDNs, at the software level, it was evident that it is 

necessary to establish possible routes between end devices in the own script for simulation to establish redundancy 

in the network. The SDN routing analysis demonstrated that while SDN offers significant flexibility through 

centralized control, there are limitations when it comes to automatic redundancy. In our tests, redundancy had to 

be manually configured via scripts, whereas conventional networks using OSPF were able to dynamically manage 

route recovery when a link failure occurred. This highlights a key area where SDN currently falls short: its ability 

to autonomously manage failures and reroute traffic without human intervention. Future work should focus on 

developing more advanced algorithms for automatic failover and route recovery in SDN environments. While 

OpenFlow provides a flexible foundation, its current implementation still requires significant manual intervention 

to configure redundancy, limiting its effectiveness in dynamic or large-scale production environments. Research 
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into controller-based algorithms that can dynamically adjust routes and provide automatic failover would address 

this gap and improve SDN’s overall reliability in real-world applications. 
 

 

 
 

Figure 29. New best route between H1 and H2 

 

 

4. CONCLUSION 

This study provides a comprehensive analysis of the performance differences between conventional 

IP networks and SDN, focusing on RTT and jitter metrics. The findings demonstrate that SDN offers superior 

performance, particularly with smaller packet sizes, due to its centralized control and programmability. This 

makes SDN well-suited for environments requiring low latency and high reliability, such as real-time 

communications and cloud-based services. 

In addition to confirming SDN's advantages in these key metrics, the study highlights the importance 

of redundancy configurations. SDN improves network responsiveness and enhances recovery during link 

failures, making it a robust solution for architectures requiring fault tolerance. However, the limitations of this 

study must be acknowledged, as the simulations were conducted in controlled, emulated environments. Future 

work should focus on testing SDN in real-world scenarios to assess scalability and stability. 

Several avenues for future research have emerged from this study. Comparative evaluations of SDN 

controllers like ONOS, Ryu, and Floodlight under different traffic loads and topologies would provide insights 

into how controller architecture affects performance. Additionally, future work should explore more scalable 

and automated redundancy and failover solutions to improve dynamic route management and fault tolerance 

in SDN networks. Finally, the centralized nature of SDN offers potential for enhancing network security 

through real-time threat detection and mitigation, a promising area for further investigation. Other performance 

metrics, such as throughput, packet loss, and energy efficiency, should also be examined to gain a more 

comprehensive understanding of SDN's impact on network performance. 
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