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Image synthesis is particularly important for applications that want to create
realistic handwritten documents, which is why handwritten text generation is
a critical area within its domain. Even with today's highly advanced
technology, generating diverse and accurate representations of human
handwriting is still a tough problem because of the variability in style. In this
study, we tackle the problem of instability during the training phase of
generative adversarial networks (GANs) for generating handwritten text
images. Using the MNIST dataset, which includes 60,000 training and
10,000 test images of handwritten digits, we trained a GAN model to
generate synthetic handwritten images. The methodology involves
optimizing both the generator and discriminator using adversarial training,
binary cross-entropy loss, as well as the optimizer Adam. A brand-new
decaying learning rate schedule was introduced to speed up convergence.
Performance was evaluated using the Fréchet inception distance (FID)
metric. The results show that this model effectively generated high-quality
synthetic images of handwritten digits, which resembled real data closely in
the face of it all and also that there was a steady reduction in FID scores
across epochs indicating improved performance.
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1. INTRODUCTION

There is a precedent in almost any realm of communication for the written word: in schools, at the
inception of making, e.g., a novel, or in any legal documentation. The creation of accurate representations of
handwritten text poses a number of challenges because of the complexity and variability of human
handwriting. The specificities and oddities that characterise the numerous different forms of handwriting are
numerous and impossible to replicate using hand-written text through traditional means. Goodfellow et al. [1]
proposed generative adversarial networks (GANS) as one of the key concerns that might make commercial
beans a solution to the problem in 2020. They use a generative model, which is a model that is able to learn
to generate data samples that are not able to be distinguished from the original data.
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Support vector machines (SVMs) have two neural networks as their basic architecture: the generator
and the discriminator [2]. The generator should produce pictures the same as those available in the data set,
and the discriminator should authenticate that the ideas generated are real, while the generator can even
generate images from noise [3]. This makes training these two networks together an adversarial process. So
essentially, the generator tries to outsmart the discriminator by generating more plausible-looking images,
and the discriminator tries to do the same and not get fooled by the generator. This process produces visuals
that are incredibly lifelike through a technique called adversarial training [4].

During this investigation, we took advantage of the ability of GANs to produce images of
handwritten text. Our approach uses the MNIST dataset, which is commonly considered a touchstone for
handwritten digit recognition, to train the GAN model. The discriminator network is simply getting trained to
tell apart real MNIST images from fake images generated by the generator, and the generator is simply
getting trained to generate images of handwritten numbers as close to those from the MNIST dataset as
possible. Our primary job is to investigate the quality measures and realism of the generated handwritten text
visuals using a wide range of metrics and quality assessments. This allows us to investigate how the
performance of the GAN is impacted by using different training parameters and topologies. This research
shows that GANs can generate high-quality handwritten text images and offers insights into the prospective
uses of this technology. The details of the reviewed literature can be seen in Table 1. The primary problem
addressed in this study is the instability inherent in training GANSs, particularly when generating high-quality,
realistic handwritten text images. This instability leads to fluctuating image quality and training
inefficiencies, making it difficult to achieve consistent results, especially with varying hyperparameters like
learning rates.

Table 1. Comparison of literature reviewed

Ref. Authors Year Focus area Key findings Research gap
[5] Karthika and 2021  Overview of GANs and Introduction to GANSs, types, applications, No prior work
Durgadevi applications. limitations, future work. adequately
[6] Guietal. 2023  Comprehensive review of Goals, mathematical representations, structures, addresses
GAN algorithms. theoretical questions, applications. stability issues
[7]  Kunduetal. 2020  Text-line extraction from GAN-based TLE, U-Net and Patch GAN in generating
handwritten documents. architectures, evaluation on HIT-MW and ICDAR  diverse and
2013 datasets. accurate
[8] Kangetal. 2020  Handwritten word image Method for realistic handwritten word images, handwritten
generation. calligraphic style features, textual content, few- text.
shot setup.
[9]  Shahriar 2022  GANSs in art generation. Survey on GAN-based art generation, visual arts,
music, literary text, comparison of architectures.
[10] Lvetal. 2021  MRI reconstruction with Comparative study on DAGAN, ReconGAN,
GANS. RefineGAN, KIGAN, superior performance of
RefineGAN.

In this document, we summarise the whole paper as follows: section 2 details the method, which
contains the GAN architecture, dataset, and training strategy. Section 3 presents both the results and analysis,
highlighting the model performance along with the challenges in this field. Section 4 concludes the paper
with a discussion of the results and the applications of our results.

2. METHOD

This research makes use of a GAN architecture that has two main parts: the discriminator and the
generator. In a way that is both hostile and concurrent, these two neural networks are trained [11]. Table 2
compares the generator and the discriminator.

2.1. Generator
The generator network directly tries to generate images out of the noise that is happening [12]. The
input to the generator is a noise vector, and it transforms the noise into a grayscale image of 28x28 pixels.

The most of this generator the layers of the below ingredients:

— Dense layer: the 100-unit input noise vector is reshaped using a dense layer with 7x7x256 units, followed
by a batch normalization layer and leaky rectified linear unit (ReLU) activations. The process is the
combination of all these elements [13].

— Reshape layer: a 7x7x256 tensor of the output from the dense layer is reshaped [14].

— Transposed convolution layers: the tensor is unsampled to the final size of 28x28x1 using three
transposed convolution layers. In between each layer of transposed convolution, batch normalization and
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leaky ReLU activation are used, with the exception of the last layer, which is activated using Tanh for it
to generate output pixel values that lie between -1 and 1 [15].

Table 2. Comparison metric for generator and discriminator

Metric Generator Discriminator
Role Generates synthetic handwritten images Distinguishes between real and fake images
Objective Minimize the ability of the discriminator to detect Maximize accuracy in identifying real vs. fake
fake images images
Loss function Binary cross-entropy loss Binary cross-entropy loss
Performance over Gradually improves, generating higher-quality, more Initially high but fluctuates as it adapts to the
epochs realistic images generator's improvements

Faces fluctuating accuracy as it adapts to evolving
generator outputs
Less sensitive but requires adjustment as training

Stability Susceptible to instability and mode collapse

Learning rate Highly sensitive; optimal around 0.001

sensitivity progresses
Improvement with . . . Becomes more efficient at distinguishing real from
epochs Generates increasingly better images generated images

2.2. Discriminator
A discriminator network classifies the difference between real and fake images (features) [16], [17].

The input to this function is a 28x28 grayscale image, and this function returns a single scalar integer

representing the probability that the given image is authentic. Here is a list of the main layers and elements

that constitute an adversarial network discriminator:

— Convolution layers: one convolution layer has 64 filters for input image down sampling, and the second
convolution layer has 128 filters at the same time. To that end, missile commander layers were stacked
with dropout and leaky ReLU activation. When there are too many layers in a neural network, the method
begins to re-use the data to avoid overfitting.

— Flatten: the output of the final convolutional layer needs to be 1-dimensional, and then it will be fed to the
dense. The repetition of this process is continued until the end output is received.

2.3. Dataset

We've trained the GAN on the MNIST dataset. The dataset consists of 60,000-digit images and
10,000 test digit images. Every single photo has dimensions 28x28 pixels and they are in grey scale. The
pixel values are then normalized to have a value between [-1, 1] during the preprocessing stage in order to
limit output from the generator, which should be activated by Tanh to match the original dataset.

2.4. Training process

The operation requires the processes of both the discriminator and the generator in a sequential. We
have trained the GAN on the MNIST dataset. The dataset consists of 60,000-digit images and 10,000 test-
digit images. Every single photo has dimensions of 28x28 pixels, and they are in grayscale. The pixel values
are then normalized to have a value between [-1, 1] during the preprocessing stage in order to limit output
from the generator, which should be activated by Tanh to match the original dataset manner [18], [19]. In
contrast, the generator has been optimized such that the images it produces are capable of fooling the

discriminator, which in turn has been trained to correctly discriminate between real and fake photos [20].

— Loss functions: these are used by both generative and discriminative models during their training
processes. Binary cross entropy loss is used because only two classes occur at a given moment in time
[21]. It is the capacity of the discriminator and generator to tell the real from the fake images, which is
what the losses for the discriminator and generator are judged upon.

— Optimizers: Adam optimizers with a learning rate of 0.0001 are used for both networks [22].

— lterations or schedules: the training loop has a fixed number of epochs for its achievement. The
discriminator and generator are trained alongside one another at each epoch. The reason why the
generator can be checked after each epoch is because at each epoch, the same photos (samples) are being
made and saved for every iteration [23].

This turns the trained generator into a sort of 'handwritten text' image generator. Thus, the trained
generator acts as a 'handwritten text' image generator given any random noise vectors. These photographs are
saved and displayed for assessment purposes.
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3. RESULTS AND ANALYSIS

The figures show the progress in terms of producing handwritten number pictures in different time
ranges, reflecting training dynamics and the improvement of the picture quality model. Figure 1 shows plots
of the images generated over epochs 1-50. After the first few epochs (1-10), the novelty of the images being
generated is essentially just noise, with a few of the of the most basic shapes just starting to show up. The
model is in the process of learning the shape of the sequence of handwritten digits at this point. These images
are low-res because they come from early in the training process of the model, where the fine features of the
digits haven't been learned yet. We can see that the images generated improve significantly as we get to the
middle epochs (11-30). Digits begin to clearly emerge and take shape in their forms and figures. But a lot of
the images still look like nonsense or not even a digit, which demonstrates that the model is not quite ready to
produce digits, although it starts to figure out the approximate shape of a digit at this stage.

Generated Images from Epoch 1 to 50

EEEE HBH8 aaan BEEE O8O0
EEEE HEHAA aaEna BEHEE OHOB
HEEER HEZ apmm CEBE] BHEB8EH
EEEER =538 amaEa EEEN HEQGH
nEane: BEEE EBEO BBEE nENO §[DEEg aaEA
nrny BHBHEER 0ol BAEEH AEBEE nonE JapoEaA aogs
anAar EBERER AnanR  gagn OEEE [§nenn peaE GaoA
paavin BRERE OUOER 2QdEa HHEE §OAoa OBoE aoan

G nAaao Aaan AEnE §naao

i fnOoaE §$paa HGEH pBOOM

H »Oaana  aan AaaE §peon

B OEOE AEEE ABEA 2 [BEna

NEnE L ]2]7]s] a n HAEE HBELE

el7]z noEMg <] n HEHEH §pHEGH

afal/] aann -] 7] OEEEH EBEE

AEEH []3]al5] 5] HE EEEE QDEBG
OFAGE NAGE §BaGE §$DAGE §DAEE 0 HEGEE DEGEO Daso
Bl DBokEE §DOGH DBEGO §BEEA o dEEE ©DEGEEH DEEHA
OEnE HONE HOOEH GE0E GEnE @ EREH GOEOEH GaEH
EE0E [HEOEE EEEE §ROEE #§EOE 2EE HEOE EEHEHE HEOE

Figure 1. Images generated from epochs 1-50

During middle training epochs (61 to 80), it seems like the generated samples get to a more stable
quality. The model generates clean digits reliably, implying that the model has a strong sense of what digits
look like. The synthetic handwritten digits are very similar to authentic handwritten digits from the MNIST
dataset, suggesting that the model can generalize well across a variety of handwriting styles.

In the later epochs (81-100), the model continues to perform at a very high level, producing digits
that are almost indistinguishable from real ones. The samples remain high quality and diverse, which
demonstrates the model’s ability to capture the subtlest details in the handwritten digits. This stage of training
demonstrates the quality and diversity of samples that GAN architecture can produce, supporting the idea that
GANSs can produce great synthetic data to benefit several applications.An important metric to evaluate the
quality of GAN-generated images is the fréchet inception distance (FID) score [24], [25]. In Figure 2, shows
the performance of the model, Figure 2(a) shows the fluctuation of the FID score over 100 epochs, indicating
variability in image quality during training but demonstrating eventual improvement. Figure 2(b) displays a
steady decrease in training time per epoch, reflecting more efficient model performance as training
progresses. The experimental results over 10 epochs, including metrics such as generator and discriminator
loss, FID score, peak signal-to-noise ratio (PSNR), structural similarity index (SSIM), and image quality
score, are summarized in Table 3.

Table 3 presents the performance metrics of a GAN model over 10 training epochs, showing
consistent improvements in image quality and model performance. The generator loss decreases steadily,
indicating better image generation, while the discriminator loss and accuracy increase, reflecting its
improving ability to distinguish real from generated images. The FID score, which measures the similarity of
generated images to real ones, decreases significantly (from 120.45 to 75.43), highlighting enhanced realism
in outputs. Metrics such as PSNR, SSIM, and image quality score steadily improve, showing higher image
fidelity and structural similarity. Additionally, the learning rate gradually decreases, allowing finer weight
adjustments and better convergence in later epochs. Together, these results indicate that the GAN effectively
learns to produce realistic and high-quality images over time.
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Figure 2. Performance of the model; (a) FID score over epochs and (b) training time for first 10 epochs

Table 3. Experimental results over 10 epochs

Epoch Generator Discriminator Discriminator accuracy FID Learning PSNR  SSIM Image quality
loss loss (%) score rate score
1 2.456 0.785 61.3 120.45 0.001 12.4 0.65 0.58
2 2.234 0.812 63.9 115.32 0.001 13.2 0.67 0.6
3 2.015 0.845 66.1 110.87 0.0009 13.8 0.69 0.62
4 1.956 0.902 68.4 105.5 0.0009 14.1 0.71 0.64
5 1.842 0.921 70.7 100.75 0.0008 14.5 0.73 0.66
6 1.768 0.962 725 95.32 0.0008 15.1 0.75 0.68
7 1.632 1.005 74.3 90.75 0.0007 15.5 0.77 0.71
8 1.543 1.038 76.1 85.6 0.0007 15.9 0.79 0.73
9 1.421 1.076 785 80.87 0.0006 16.2 0.81 0.75
10 1.354 1.123 80.2 75.43 0.0006 16.8 0.83 0.77

Across the early phase of training, the FID score oscillated heavily, with very frequent peaking and
dipping streams. Susceptibility to such drastic fluctuations implies that model performance is most likely not
stable yet, which is not uncommon during the early phases of GAN training. The generator is still in the
process of learning to generate images, and its quality strongly differs from one epoch to another. The
fluctuations early on are indicative that both generator and discriminator strategies are colliding quickly
adapting but causing the fluctuations as they adjust to each other's improvements.

However, as training starts to go into middle epochs, FID scores increase and decrease rapidly, with
visible points where the scores tend to lower values. These low scores indicate times when the generator
produced images that better emulated real handwritten digits. While it continues to be quite inconsistent, the
model appears to be generating more quality images more frequently. This training phase illustrates visually the
adversarial spirit of GANs between the generator and the discriminator, leading by turns, forward, or backward.In
the later epochs, the FID scores continuously fluctuate, but they show some clear improvement. The scores go
down to low values, demonstrating that the generator starts producing better-looking images. There still seems to
be an occasional peak suggesting moments of suboptimal performance, but on the whole, it is moving in the right
direction. This hints at the increasing proficiency of the model to consistently produce realistic, high-quality
images, an example of the continual learning and optimization process of its GAN components.

FID at the end of training, the FID scores converge to some normal level, which is not extremely high
but still, on the whole, high as compared to around 50 in conventional GANSs. Is a signal that the model has
converged, where the generator has learned to generate images almost like the real ones. Lower FID scores in
all final epochs demonstrate that it could be trained effectively and can generate realistic handwritten digits. The
high variance in FID scores at the early stages and within the central 500,000 training iterations is common
during GAN training due to the adversarial training process. Although there are fluctuations, the average
tendency towards lower FID scores on the last epochs is clearly a sign of an improved quality of the generated
images. These very stabilized and lower scores in the final epochs also suggest that the model managed to
capture the real data distribution, which means that it generated high-quality synthetic images. That is an
elaborate and competitive training process in GANSs that results in quite realistic and diverse handwritten digits.

Figure 3 shows the accuracy and loss graphs of the model, Figure 3(a) shows the discriminator
accuracy over 100 epochs for real and fake images, with fluctuating accuracy indicating the adversarial
nature of GAN training, where the discriminator is continuously adapting to the generator's output.
Figure 3(b) tracks the generator and discriminator loss over time, showing high variability as both networks
learn from each other, with neither achieving dominant stability, a common occurrence during GAN training.
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Figure 3. Accuracy and loss graphs; (a) accuracy of discriminator and training and (b) validation loss graph

The two losses seem to stabilize a little over the course of training, but they keep fluctuating. These
changes are not followed by the networks growing increasingly better; through periods, overall, the losses
reduce as well as demonstrate far better situations for both networks. As we can see here, the generator and
discriminator are interdependent; progress in one network leads to changes in the other, and so on, to keep
the adversarial balance. This general shape of the curve highlights again the competitive nature of GAN
training, where the constant "battle" pushes both networks to more and more "difficult" samples to "improve"
on in order to synthesize more realistic images.

The three graphs in Figure 4 demonstrate the impact of learning rate on image quality. In the first
graph, the image quality score peaks around a learning rate of 0.001 and declines at higher rates. The second
graph, plotted on a logarithmic scale, shows a similar trend with the optimal quality at approximately 103,
The third graph further emphasizes that both very low and very high learning rates negatively affect image

quality, highlighting the importance of selecting an optimal learning rate for GAN training.

Impact of Learning Rate on Image Quality

Impact of Leaming Rate on Image Quality

Impact of Learning Rate on Image Quality

0.000 0,001 0.002 0,003
Leaming Rate

0.004 0.005 104 10 0000
Leaming Rate

Figure 4. Impact of learning rate on image quality-1, 2, 3
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Taken together, it is clear that selecting a learning rate for training GANSs is a very subtle issue across
all graphs. GANSs should learn more quickly than a slow learning rate while retaining the image quality from the
high learning rate (i.e., the image quality will degrade if either the learning rate is higher or lower than the
optimal learning rate). The best learning rate slightly changes among graphs, but mostly lies in a moderate
region (vis. of (10%)). This balance is by nature an essential component for the successful implementation of
GAN:Ss, as it affects the overall quality and stability of the resulting images. In Figure 5 shows the performance
metrices, Figure 5(a) shows a decaying learning rate from 0.001 to below 0.0002 over 100 epochs, ensuring
larger updates in the early stages and smaller, precise adjustments later, and stabilizing GAN training.
Figure 5(b) demonstrates the steady improvement in image quality, with PSNR rising from 12.4 to 16.8 and
SSIM increasing from 0.65 to 0.83 aover 10 epochs, indicating better alignment of generated images with real
data as training progresses. Table 4 shows the challenges in GAN handwritten image generation.

Learning Rate Over Epochs PSNR and SSIM over 10 Epochs
0.0010 —— Leaming Rate
PSNR
16 -m- SSIM
0.0008 14
12
z
£ 00006 w 10
o =
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g
0.0004 6
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Figure 5. Performance metrices; (a) learning rate over100 epochs and (b) PSNR and SSIM over 10 epochs

Table 4. Challenges in GAN handwritten image generation

Challenge Description Citations
Diverse handwriting styles  Difficulty in capturing a wide range of handwriting styles [26], [27]
Irregular writing patterns Challenges in modelling natural handwriting irregularities [27]
Non-differentiability Issues with gradient-based optimization for discrete data [28], [29]
Quality and plausibility Generation of implausible or style-limited images [26]
Data requirements Need of large datasets, problematic in low-resource scenarios [30]
Structural relationships Complexity in modelling relationships among characters in sequence [27]

4. CONCLUSION

This study successfully demonstrated the capability of GANs in generating high-quality handwritten
digit images, addressing critical challenges such as instability during training and image quality
inconsistencies. The use of a decaying learning rate schedule proved instrumental in enhancing model
stability and convergence, resulting in substantial improvements in key performance metrics, including FID
score, PSNR, and SSIM. By optimizing adversarial training, the proposed model effectively generated
realistic handwritten text images closely resembling authentic samples, showcasing the potential of GANSs in
synthetic data generation.

The findings have significant implications for practical applications, including enhancing optical
character recognition (OCR) systems, facilitating archive digitization, and supporting handwriting synthesis
for accessibility tools. These results provide a strong foundation for future research to explore more complex
datasets, such as multilingual text or historical archives, and investigate advanced GAN architectures to
address challenges like mode collapse and enhance image diversity. This study not only meets its objectives
but also contributes to advancing GAN-based technologies, bridging the gap between synthetic data
generation and real-world applications.
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