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 The Harris Hawks optimization (HHO) was used in this study to enhance 

spam identification. Only the features with a high influence on spam 

detection have been selected using the HHO metaheuristic technique. The 

HHO technique's assessment of the selected features was conducted using 

the ISCX-URL2016 dataset. The ISCX-URL2016 dataset has 72 features, 

but the HHO technique reduces that to just 10 features. Extra tree (ET), 

extreme gradient boosting (XGBoost), and support vector machine (SVM) 

techniques are used to complete the classification assignment. 99.81% 

accuracy is attained by the ET, 99.60% by XGBoost, and 98.74% by SVM. 

As we can see, with the ET, XGBoost, and k-nearest neighbor (KNN) 

techniques, the HHO technique achieves accuracy above 98%. Nonetheless, 

the ET technique outperforms the XGBoost and KNN techniques. ET 

outperforms other methods due to its robust ensemble approach, which 

benefits from the diverse and relevant feature subset selected by HHO. 

HHO's effective reduction of noisy or redundant features enhances ET's 

ability to generalize and avoid overfitting, making it a highly efficient 

combination for spam detection. Thus, it looks promising to combat spam 

emails by combining the ET technique for classification with the HHO 

technique for feature selection. 
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1. INTRODUCTION 

Email is one of the most widely used and effective methods of communicating over the internet, as 

well as being able to share information or messages [1]. Between 2019 and 2021, the number of people 

having access to email increased from 3.9 billion to 4.1 billion worldwide. In addition, it is anticipated that 

this number will increase to 4.6 billion by the year 2025. Spam emails have also increased at a rapid rate, 

which is not surprising given the relevance and widespread use of email. As of the 13th of August 2024, the 

USA was the nation that had the most spam emails sent within a single day across the entire world, with 

approximately eight billion [2]. Spam is undesirable emails that contain various information, such as adverts, 

offers, and links to suspicious websites. Additionally, spam email is an efficient carrier of malware that 

infects computers with viruses. By sending unsolicited commercial emails, spammers intend to conduct email 

fraud. As a result, it is necessary to have spam emails separated from other emails [3], [4]. 

Nowadays, machine learning (ML) algorithms are wildly used to alleviate spam emails. ML 

algorithms are fed by large amounts of spam and non-spam emails to separate the spam and non-spam emails 

that are received. ML algorithms are divided into several types, including supervised learning algorithms, 

https://creativecommons.org/licenses/by-sa/4.0/
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which are used with labeled data such as spam emails [5]-[7]. Several supervised learning algorithms can be 

used to classify spam from non-spam emails, including extra tree (ET), extreme gradient boosting 

(XGBoost), and support vector machine (SVM) [7]-[9]. The supervised learning algorithms use spam and 

non-spam email data to construct a supervised learning model that alleviates spam. The model incorporates 

several criteria to distinguish between spam and non-spam, taking into account the attributes of the email. 

The supervised learning model's performance would improve in proportion to the degree of accuracy of the 

email attributes. The email data contains a substantial amount of information. At the same time, as specific 

attributes are essential for identifying spam from non-spam, others are either less significant or irrelevant. 

ML, using so-called feature selection algorithms, can assist in determining the vital attributes that distinguish 

incoming emails as spam or non-spam. This study will utilize the Harris Hawks optimization (HHO) 

algorithm to identify the primary attributes that distinguish spam and non-spam emails [10]-[13]. 

The proposed ML model, which uses the HHO algorithm for feature selection along with various 

classifiers, offers significant advantages over traditional methods. By optimizing feature selection, it reduces 

the number of features needed and improves accuracy, all while lowering computational costs. Unlike static 

methods, this approach adapts to changing spam patterns using advanced optimization techniques. When 

paired with powerful classifiers like ET, which are highly effective with complex data, this model greatly 

boosts spam detection efficiency and scalability, making it better suited to tackle today’s spam challenges. 

Several works have been proposed for spam detection. Esquivel et al. [14] developed a process to 

filter spam emails based on the reputation of the IP address. End-hosts, authentic servers, and spammers are 

the three categories used to classify email senders. Next, an empirical analysis is performed on each of the 

three groups based on the internet edge to determine the impact of applying the IP reputation approach. 

Finally, the existing list of IP reputations is regularly updated in accordance with the method developed for 

creating individualized IP reputation lists. The findings demonstrated that the developed method can 

distinguish as much as 90% of spam from non-spam emails.  

Xu et al. [15] developed a solution to the problem of spam emails. However, the developed solution 

treats spam based on images rather than spam based on text. The first step in achieving this goal involves 

converting the images into a Base64-encoded string. Next, the Base64 string that was produced is segmented 

into groups. Next, the n-gram approach is used to tokenize and extract attributes from each image, 

subsequently representing it as a vector with binary features. Finally, the SVM is used to distinguish between 

spam and non-spam images. Several assessment criteria, such as accuracy, recall, precision, and f1-score, are 

utilized to assess the developed solution. Compared to the existing feature extraction solution, the results 

demonstrated that the developed solution has obtained a performance that is significantly superior for image-

based spam classification. 

Debnath and Kar [16] developed email spam detection solutions using ML and deep learning 

approaches. The goal of these approaches is to differentiate spam from non-spam emails accurately. The 

email dataset from Enron has been utilized, and deep learning models have been constructed to identify and 

categorize new forms of spam email using long short-term memory (LSTM) and bidirectional encoder 

representations from transformers (BERT) methodologies. A natural language processing approach was 

utilized to assess and prepare data for the text of the email. The results are compared to the previous solutions 

for identifying spam in emails. The developed deep learning approach achieved the highest accuracy of 

99.14% when using BERT, 98.34% when using BiLSTM, and 97.15% when using LSTM. 

Our study aims to address these challenges by using a novel feature selection method that is the 

HHO. This method is designed to select the most relevant features for spam detection, thereby reducing the 

feature space and enhancing the performance of ML classifiers. By solving the issues of inefficient feature 

selection and model performance degradation due to irrelevant features, our work offers a significant 

improvement over existing approaches in spam email detection. This combination of HHO and advanced 

classifiers not only enhances detection accuracy but also reduces the model’s computational demands, 

making it more feasible for real-world applications. 

 

 

2. METHOD 

This section presents the suggeted method for identifying spam emails. First, the ISCX-URL2016 

dataset will be discussed. Then, the HHO algorithm used for feature selection will be presented. Finally, the 

algorithms used for the classification process will be elaborated. 

 

2.1.  ISCX-URL2016 dataset 

The evaluation process in this work utilized the spam instances from the ISCX-URL2016 dataset. 

Upon completion of the cleaning process for the ISCX-URL2016 dataset, there are now 14,479 instances and 

72 features remaining. The instances are categorized into benign and spam instances. There are 6,698 spam 
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instances and 7,780 benign instances [17], [18]. Since the number of instances is evenly distributed, there is 

no requirement to apply oversampling or undersampling techniques to the dataset. However, the 72 features 

in the ISCX-URL2016 dataset contain values distributed over wide ranges, as shown in Table 1. These values 

should be scaled to the same ranges to avoid bias in the ML classification algorithms [17], [18]. The min-max 

scaling algorithm is used in this work to scale the values of the features in the ISCX-URL2016 dataset, as 

shown in Table 2 [7], [19]. In addition, a significant number of the 72 features may have minimal influence 

in distinguishing the instance as either spam or benign. The HHO algorithm will be utilized to apply feature 

selection on the dataset, explicitly targeting the identification of features that substantially impact spam 

detection. 

   

 

Table 1. Sample of the ISCX-URL2016 spam dataset 
# Feature Min value Max value 

1 LongestPathTokenLength 0 1393 
2 Query_LetterCount -1 1173 

3 Extension_LetterCount -1 1179 

4 URL_Letter_Count 15 1202 
5 LongestVariableValue -1 1385 

6 LongestPathTokenLength 0 1393 

 

 

Table 2. Sample of the ISCX-URL2016 before and after scaling 
# Before scaling After scaling 

1 17, 2, 2, 6 0.012274368, 0, 0, 0.363636364 

2 0, 8, 2, 2 0, 0.545454545, 0, 0 

3 0, 3.5, 2, 2 0, 0.136363636, 0, 0 
4 0, 4.5, 2, 2 0, 0.227272727, 0, 0 

5 3, 0, 2.6666667, 3 0.333333333, 0, 0.060606064, 0.333333333 

 

 

2.2.  Feature selection 

Recently, researchers proposed the HHO algorithm as a novel swarm optimization algorithm.  

Figure 1 shows the HHO algorithm hunting behavior. It aims to simulate Harris Hawks' searching and 

hunting activities as they pursue rabbits. Hawks are among the most intelligent birds in nature, as 

demonstrated by their reported advancements in eating activities. Three primary phases mathematically 

represent their hunting activities for rabbits in swarms: the exploration phase, the transition from exploration 

to exploitation, and the actual exploitation phase. The initial phase, the exploration phase, involves imitating 

the hunting behavior of Harris' hawks as they search for prey. The second phase is a transitional phase that 

imitates the actions of Harris hawks, who execute various moves based on the prey's energy level when 

trying to escape. Using the knowledge from the previous phase, the exploitation phase conducts a localized 

search to improve the quality of current solutions [10], [13]. HHO was chosen for its effective balance 

between exploration and exploitation, allowing it to find optimal feature subsets by avoiding local optima. Its 

fast convergence and adaptability make it well-suited for high-dimensional datasets like those used in spam 

detection, outperforming other algorithms in complex optimization tasks. 

 

  

 
  

Figure 1. HHO hunting behavior [10] 
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The HHO algorithm has been used to analyze the spam features in the ISCX-URL2016 dataset to 

identify their importance in detecting spam emails. After examining the 72 features in the ISCX-URL2016 

dataset, the HHO algorithm found a sub-dataset of ten key features to identify spam emails. The resulted sub-

dataset conatins the following features: NumberRate_Domain, tld, pathurlRatio, pathDomainRatio, 

CharacterContinuityRate, ArgUrlRatio, Filename_LetterCount, NumberofDotsinURL, dld_getArg, 

NumberRate_DirectoryName. 

 

2.3.  Classification algorithms 

One of the most popular supervised learning algorithms is the SVM. It is primarily utilized for 

classification problems in an ML context. The SVM algorithm aims to construct an optimal decision 

boundary that effectively separates an n-dimensional space into distinct classes, enabling efficient 

classification of new data points. The decision boundary that optimally separates the data points is called the 

hyperplane in SVM. The SVM algorithm contains several hyperparameters, the values of which vary 

depending on the problem to be handled [20]. These hyperparameters can be assigned using several methods, 

including the random search (RS) method, which will be used in this work. Table 3 shows the values of the 

SVM algorithm hyperparameters using the RS method. 

 

 

Table 3. Hyperparameters of the SVM algorithm 
# Hyperparameter Description Value 

1 c Controls regularization 1.5 
2 kernel Determines the type of decision boundary rbf 

3 gamma Defines how far the influence of a single training example reaches 0.01 

4 degree The degree of the polynomial kernel function 3 
5 coef0 The independent term in the kernel function 0.0 

 

 

XGBoost is a library of gradient-boosting algorithms tuned for use with contemporary data science 

tools and issues. Its key advantages include being highly scalable, parallelizable, and executing quickly, as 

well as typically outperforming other algorithms. XGBoost additionally uses a more regularized model 

formalization to control overfitting, which improves its performance. The XGBoost algorithm contains 

several hyperparameters, the values of which vary depending on the problem to be handled [21]. Table 4 

shows the values of the XGBoost algorithm hyperparameters using the RS method. 
 

 

Table 4. Hyperparameters of the XGBoost algorithm 
# Hyperparameter Description Value 

1 n_estimators Number of trees in the model 150 

2 learning_rate Controls the weight of each tree 0.05 
3 max_depth Maximum depth of the tree  6 

4 min_child_weight Minimum sum of instance weight needed in a child 3 

5 subsample Fraction of samples used for training each tree 0.8 

 

 

The ETs ensemble method derives from the original decision tree (DT) algorithm. The classical DT 

algorithm divides a learning set into binary homogeneous subsets by applying the "if-then" rule at each 

internal node of the tree. The majority class will label the terminal node. Ultimately, the tree produces 

multiple class prediction rules to construct a predictive model. The initial categorization of individual trees 

may excessively fit the training data. The ETs ensemble method significantly improves DT performance. The 

ETs-based ensemble method utilizes randomization to produce a more robust prediction. The ETs method 

constructs each tree using the entire training set, incorporating a different test node at each step. Random 

selection of a single characteristic determines the optimal split, leading to diverse and uncorrelated trees. The 

ET algorithm contains several hyperparameters, the values of which vary depending on the problem to be 

handled [22]. Table 5 shows the values of the ET algorithm hyperparameters using the RS method. 
 

 

Table 5. Hyperparameters of the ET algorithm 
# Hyperparameter Description Value 

1 n_estimators Number of trees in the forest 200 

2 max_depth Maximum depth of each tree 15 

3 min_samples_split Minimum number of samples needed to split a node 10 
4 min_samples_leaf Minimum number of samples required at a leaf node 2 

5 max_features Fraction of features considered for splitting at each node 0.8 
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3. RESULTS AND DISCUSSION 

The experiments have been conducted on a laptop with the following hardware and software specs: 

Acer Aspire E5-575G model, Intel Core i7-7500U CPU (4M cache, 3.50 GHz speed, 2 Threads, and 4 Cores), 8 

GB RAM, Ubuntu 24.04 LTS, and Python programming language. The confusion matrix serves as a vital tool 

in the evaluation of spam detection models, particularly those leveraging the sub-dataset selected by the HHO 

algorithm. It provides a comprehensive summary of prediction results, allowing for the visualization of how 

well the classification model performs in distinguishing between spam and non-spam emails.  

Several metrics derived from the confusion matrix (Figure 2) provide varied perspectives on the 

performance of spam detection classifiers. One of the primary metrics is accuracy (1), which measures the 

overall effectiveness of the spam classification across all classes. This metric gives a broad view of how well the 

model is performing but does not account for the distribution of classes. Another critical metric is recall, 

calculated to determine the proportion of actual spam emails that are accurately identified by the model. recall 

(2) is particularly important in scenarios where the cost of missing positive instances is high, such as in the 

context of phishing attacks. Additionally, precision (2) serves as an essential metric that gauges the proportion 

of emails predicted as spam that are genuinely spam. This metric holds significant weight in situations where 

the consequences of false positives are severe, potentially leading to the loss of important emails [23]-[25]. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (2) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (3) 

 

 

 
 

Figure 2. Confusion matrix 
 

 

Figure 3 shows the accuracy of the ET, XGBoost, and SVM algorithms. The ET algorithm achieved 

an accuracy of 99.81%, the XGBoost algorithm achieved an accuracy of 99.60%, and the SVM algorithm 

achieved an accuracy of 98.74%. The ET attained higher accuracy than XGBoost by 0.21% and attained 

higher accuracy than SVM by 1.07%. Therefore, the ET algorithm comes in first place among the three 

algorithm, which means that ET algorithm is the most effective in correctly predicting the spam emails. 
 

 

 
 

Figure 3. Accuracy of the HHO algorithm 
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Figure 4 shows the recall of the ET, XGBoost, and SVM algorithms. The ET algorithm achieved a 

recall of 99.81%, the XGBoost algorithm achieved a recall of 99.60%, and the SVM algorithm achieved a 

recall of 98.74%. The ET attained higher recall than XGBoost by 0.21% and attained higher recall than SVM 

by 1.07%. Therefore, the ET algorithm comes in first place among the three algorithm, which means that ET 

algorithm is the most effective in correctly predicting the legitimate emails. 

 

 

 
 

Figure 4. Recall of the HHO algorithm 

 

 

Figure 5 shows the precision of the ET, XGBoost, and SVM algorithms. The ET algorithm achieved 

a precision of 99.81%, the XGBoost algorithm achieved a precision of 99.60%, and the SVM algorithm 

achieved a precision of 98.76%. The ET attained higher precision than XGBoost by 0.21% and attained 

higher precision than SVM by 1.05%. Therefore, the ET algorithm comes in first place among the three 

algorithm, which means that ET algorithm makes fewer false positive errors compared to XGBoost and 

SVM. 

 

 

 
 

Figure 5. Precision of the HHO algorithm 
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4. CONCLUSION 

Companies must confront the risk of spam emails. Attackers utilize spam emails to propagate a 

range of attacks. This work uses ML techniques to reduce the propagation of spam emails. The HHO 

technique is first employed to determine the crucial features that differentiate spam emails from legitimate 

ones. The HHO technique has condensed the 72 features of the ISCX-URL2016 spam dataset to a mere ten 

features. The performance of the subset of features selected by HHO has been evaluated using three 

renowned ML techniques: ET, XGBoost, and SVM techniques. These three ML techniques have been 

tailored to address the specific requirements of the spam detection problem. The ET, XGBoost, and SVM 

techniques have achieved an impressive accuracy of 99.81%, 99.60%, and 98.74%, respectively, in 

accurately identifying spam emails. The ET technique has shown superior performance compared to the 

XGBoost and SVM techniques, with improvements of 0.21% and 1.07% respectively. The findings suggest 

that the HHO technique attains the best result with the ET technique, indicating that combining both the 

HHO and ET techniques can potentially improve the detection of spam emails. 

The results of this study present a strong method for detecting spam, which can be valuable for 

businesses and cybersecurity efforts in protecting against phishing and malware. By using the proposed 

model, organizations can greatly decrease the amount of spam that ends up in employees' inboxes, leading to 

enhanced productivity and better protection of sensitive data. Moreover, the model’s high accuracy and 

efficiency make it ideal for real-time use, allowing companies to respond swiftly to changing spam threats. 

Future research might look into incorporating deep learning methods like recurrent neural networks or 

transformers to boost the model's capacity to recognize intricate spam patterns. Furthermore, creating real-

time spam detection systems that can learn and adapt to emerging spam trends could significantly improve 

the model's performance in constantly changing environments. 
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