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1. INTRODUCTION

Crime is a global problem. Is a socioeconomic problem committed by criminals that negatively
affects the quality of life and economic growth of a country [1]. With the advancement of technology and
society increasingly dependent on it [2], crime has expanded its reach digitally, which is known as
cybercrime [3]. In this era of the cyber world, cybercrime has been spreading considerably and becoming a
major threat [2], which with the COVID-19 pandemic generated an increase in the crime rate [4], even
though countries make denoted efforts to adapt and guarantee cybersecurity [5], [6].

The impact of cybercrime is critical. This considers damage and destruction of data, stolen money,
theft of personal and financial data, damage to reputation among others [7]. Cybercrime disrupts business
operations, resulting in downtime and lost productivity [8]. It is estimated that the cost caused by cybercrime
reached 8 trillion dollars in 2023 and will increase 15% annually, reaching 10.5 trillion dollars by 2025 [2],
[9]. Beyond the financial and operational effects, cybercrime has significant social implications, such as
stress, anxiety and fear among people [10].

Due to their relevance, these impacts demand a comprehensive understanding and strategic response
to mitigate the risks associated with cybercrime. Artificial intelligence is increasingly being leveraged in the
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fight against cybercrime by automating data analysis and improving decision-making processes [11].
Artificial intelligence algorithms are proof items in the field of predictive analytics for fraud detection [12]
where researchers have shown that they can work effectively for cybercrimes with an accuracy between 70%
and 90% [13].

Artificial intelligence poses great challenges. Various statistical and machine learning techniques
have been employed to predict cybercrime rates, including support vector machines (SVM) and k-nearest
neighbors (KNN), which have shown promising accuracy rates of up to 89% and 92.34% [14], [15].
Advanced models like bi-directional recurrent neural networks with long short-term memory (BRNN-LSTM)
have been proposed to enhance prediction accuracy by accommodating the statistical properties of
cyberattack time series data [16]. The integration of these predictive models improves the allocation of
resources for cyber defense, aiming to reduce the incidence of cybercrime [17]. As cyber threats evolve,
continuous improvement in forecasting methodologies remains crucial for effective cybersecurity
strategies [5].

Gaps in cybercrime rate forecasting include limited scope. Existing models do not consider a
comprehensive approach to all types of cybercrime [17]. Many studies emphasize the use of machine
learning techniques but do not adequately address the integration of diverse datasets or the preprocessing
challenges that can affect model accuracy [5], [18]. While some models achieve high accuracy rates, such as
91% with SVM, there remains a need for improved methodologies that can adapt to the evolving nature of
cyber threats and incorporate real-time data effectively [18]. Lastly, the reliance on historical data without
considering emerging trends in cybercrime presents a significant limitation in predictive capabilities [16].

This study is motivated by contributing to the academic debate on the objective of understanding the
progress of predicting the rate of cybercrime using artificial intelligence. The findings of this research have
an impact on the actions of the authorities involved in the organized fight against cybercrime. In this regard,
evidence is provided, and a new forecasting model autoregressive integrated moving average long short term
memory (ARIMA-LSTM) is proposed to improve the performance and accuracy of cybercrime forecasting
that could be effectively used by authorities and police forces to formulate cybercrime prevention and control
strategies and measures.

The structure of this review is as: section 2 contains the development of this research with the
PRISMA methodology. Section 3 presents the results of the questions asked and the discussion of the
proposals of the authors considered in this research. In addition, a model proposal ARIMA-LSTM for
evaluation by the scientific community. Finally, section 4 presents the conclusion of the findings found in
this research.

2. METHOD

This study used the PRISMA methodology. It is justified because it carries out a structured analysis
of scientific production [19], [20] by identifying, evaluating, and synthesizing existing studies highlighting
trends, methodologies, and gaps [21] to answer the questions raised by this systematic review of the literature
[22]. To formulate the questions of this research, the problem, interventions, comparators, and outcomes
(PICO) method was used, which allowed specifying the questions and eligibility criteria of the scientific
articles of this research [23].

The articles included in this systematic review were classified using the statistical method of
hierarchical grouping. It was used to group similar objects into clusters based on their characteristics [24].
The hierarchical grouping made it possible to classify the 30 articles included into four groups according to
the modality of cybercrime and the artificial intelligence techniques applied in the forecast. This hierarchical
grouping as an instrument facilitated the formulation of [24] of the answers to the research questions posed in
this study.

2.1. Research questions

As part of the research process, the PICO method was applied to formulate the main question and
four specific research questions (problem, interventions, comparators, and outcomes) with the aim of
extracting and summarizing the knowledge of the articles included in this systematic review. These questions
are shown in the Table 1.

2.2. Research strategy

As part of the strategy of this study, the search string was constructed following the PICO method,
with each of the four defined factors (problem, interventions, comparators, and results) with its respective
description, the search terms and a set of synonyms used for this research. The search terms as shown in the
Table 2.
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Table 1. Research questions

Factor 1D Question
Main MQ  What artificial intelligence models to forecast the rate of high-performance cybercrime have been proposed
in recent years?
Problem Q1  What cybercrime related issues have been addressed with the forecast of the rate of cybercrime with artificial
intelligence?

Intervention Q2  What artificial intelligence methods have been used to forecast the rate of cybercrime?

Comparison Q3  What evaluation metrics have been used to measure the performance of methods for forecasting the rate of
cybercrime?

Obijective Q4  What improvements have been incorporated into the models to forecast the rate of cybercrime?

Table 2. Search terms

Factor Description Search terms Synonym

Problem Cybercrime forecast ""cybercrime rate forecast" "cybercrime rate forecast", "cybercrime rate
prediction", "computer crime rate forecast",

"computer crime rate prediction", "cyberfraud rate
forecast”, “cyberfraud rate prediction”

Intervention Use of artificial intelligence "artificial intelligence" "machine learning", "deep learning", "transfer
learning”, “reinforcement learning”, "neural network"

Comparison Forecast accuracy "accuracy" "precision", "error", "accuracy", "score",
"performance"”, "efficacy", "metric", "statistical"

Objective Model identification "models" "model", "pattern”, “method", "algorithm", "technique"

The search terms were combined with Boolean operands with which the following string was
constructed and with which the search was performed in the three different databases:
((cybercrime AND rate AND forecast) OR (cybercrime AND rate AND prediction) OR ("computer crime"
AND rate AND forecast) OR ("computer crime” AND rate AND prediction) OR (cyberfraud AND rate AND
forecast) OR (cyberfraud AND rate AND prediction)) AND ("machine learning” OR "deep learning™ OR
"transfer learning” OR "reinforcement learning” OR "neural network™ AND (precision OR error OR
accuracy OR score OR performance OR efficacy OR metric OR statistical) AND (model OR pattern OR
method OR algorithm OR technique)

2.3. Eligibility criteria

For this systematic literature review, inclusion and exclusion eligibility criteria were considered to
delimit the scope of the search in the databases for articles related to the field of cybercrime rate prediction
using artificial intelligence. Three inclusion criteria and three exclusion criteria were considered as shown in
the Table 3.

Table 3. Eligibility criteria
Criteria 1D Question

Inclusion 11 Articles related to cybercrime
12 Articles that apply artificial intelligence in dataset models to forecast the rate of cybercrime
13 Journals and conference articles

Exclusion El Articles in languages other than English or Spanish
E2 Articles published before 2018
E3 Articles without full text availability

2.4. Information sources

The scientific databases Scopus, IEEE Xplore and Web of Science in Figure 1 were used as a source
of information due to their reliability in the academic world. The same search string was used in the three
sources of information, obtaining a total of 229 research articles in the period from 2018 to 2024. Among the
potentially eligible studies are 140 from Scopus, 83 from IEEE Xplore and 6 from Web of Science.

[ Selected articles ]

¢ Y

IEEE Xplore'  °iekrut Science”

Figure 1. Information sources
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2.5. Article selection process

The article selection process, through the PRISMA flowchart, was carried out in three stages. In the
identification stage, the search chain was applied in the databases of the information sources, obtaining the
total number of articles that met the defined conditions. In the screening stage, inclusion and exclusion
criteria were applied in the title and abstract of the identified articles. In the last inclusion stage, the inclusion
criteria were applied at the level of the introduction, method, and conclusions sections to determine the
articles that were considered in the qualitative synthesis.

In the identification stage, the search string in the information sources Scopus, IEEE Xplore and
Web of Science was applied to determine a total of 229 articles as shown in Figure 2. Then, 19 duplicates
were eliminated, leaving 210 studies; In the screening stage, the inclusion and exclusion criteria were applied
at the level of title and abstract of the articles, where 24 articles were eliminated to leave 186 documents. In
the last stage of inclusion, 156 documents that did not meet any inclusion criteria were eliminated, finally
leaving a total of 30 articles for inclusion in the qualitative synthesis.

E Articles identified in Databases ScI;ﬂlzlzb:S:elszm
® Databases (n=3) —» pus,
g Articles (n1=229) UEEEEE) =l
‘E‘ Web Of Science, n=6
= l (n=229)
Articles after removing duplicates Duplicates
(n=210) =19)
50 i Excluded Articles
§ Reviewed Articl LT
2 ev lz:izw) icles L E2. n=21
@ E3.n=3
l (n=24)
Eligibility AssessmentArticles [ 1 Articles that don'tmeet inclusion
(0=186) criteria
11, n=130
l 2. n=26
g 13, n=0
2 Articles included in the quantitative (n=156)
E synthesis
(n=30)

Figure 2. PRISMA flow diagram of the systematic review

2.6. Automatic grouping articles

The grouping of the 30 articles included in this qualitative synthesis was carried out through the
hierarchical grouping method. We ensured the objectivity of the analysis and avoided bias in the
classification of studies [25]. For the classification, the articles were labeled by characteristics such as the
cybercrime modality, the forecasting method used, the type of dataset used, the scaling and imbalance
techniques applied to the data, the assembly technique and the optimization of the parameters of the methods
used in the models. The DATAtab software was used for hierarchical grouping with Euclidean distance and
its graphical representation through a Dendogram as shown in the Figure 3.

Cluster Dendogram

Distance

0.5+

Articles
Figure 3. Agglomerative hierarchical grouping of articles
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Group 1: composed of eleven documents that address studies on cybercrime, cyberfraud and
cyberattack that apply machine learning methods and neural networks. They use time series datasets, scaling
techniques to standardize data characteristics, and algorithm assembly techniques [1], [26]-[29], performance
optimization with hyperparameters [30], [31] and techniques to handle unbalanced data [32]. Other papers
use data without a time series and apply algorithm assembly techniques, techniques for handling unbalanced
data, and optimization with hyperparameters [13], [33], [34].

Group 2: composed of fourteen documents that address studies on cyberattack, cybercrime and
cyberbullying that apply supervised and unsupervised machine learning methods, and neural networks. They
use time series datasets [5] with algorithm assembly techniques [35]-[40]. The rest of the papers use non time
series data with algorithm assembly techniques [41]-[45], with data scaling techniques, and optimization with
hyperparameters [46], [47].

Group 3: this group is composed of three documents that address studies on cyberattacks,
cyberthreats and cyberbullying that use datasets without time series in new hybrid models [48], [49]. Another
article uses datasets without time series but applies hyperparameter optimization in forecasting models for
these cybercrime modalities [50].

Group 4: this group is composed of two papers addressing cybercrime and cyberfraud studies using
time series datasets, scaling techniques to standardize data characteristics, hyperparameter optimization, and
algorithm assembly [2]. Another paper considers these optimization techniques but applied to new hybrid
models [51].

3. RESULTS AND DISCUSSION

This section answers the research questions posed from the analysis of the 30 articles included in the
qualitative synthesis. It is developed in three parts: the first addresses the analysis of the research questions
with their respective answers, the second the bibliometric analysis of the selected documents and the third
proposes a model based on the findings and opportunities found in the review of the studies.

3.1. Analysis of the research questions

Based on the analysis of the 30 articles included in the qualitative synthesis of this systematic
review of the literature, the answers to the questions posed in this research are formulated. For better
organization, understanding and support, the answers to the main question and the four specific questions are
summarized in tables.

3.1.1. MQ: what artificial intelligence models to forecast the rate of high performance cybercrime have
been proposed in recent years?

The artificial intelligence models that have been proposed in recent years to forecast, predict and/or
detect different types of cybercrime were classified into four groups using the hierarchical clustering method.
This response is detailed in the section on automatic clustering of articles. Next, the review will be further
explored through the four specific questions.

3.1.2. Q1: what cybercrime related issues have been addressed with the forecast of the rate of
cybercrime with artificial intelligence?

From the articles analyzed, it was found that various problems related to different modalities such as
cybercrime, cyberattack, cyberfraud and cyberbullying have been addressed. Artificial intelligence was used
through various machine learning methods and neural networks to forecast the cybercrime rate. The response
is detailed in the Table 4.

3.1.3. Q2: what artificial intelligence methods have been used to forecast the rate of cybercrime?

From the articles reviewed, it was found that through artificial intelligence, different methods have
been used to predict the cybercrime rate. Machine learning methods, bagging methods, boosting methods and
neural network methods were used. In addition, the prediction and detection of events generated by
cybercriminals. The answer is detailed in the Table 5.

3.1.4. Q3: what evaluation metrics have been used to measure the performance of methods for
forecasting the rate of cybercrime?

Metrics are key tools to quantitatively evaluate the performance of the methods used. This
contributes to the selection, optimization, and validation of cybercrime rate forecasting methods. The main
metrics used that were found in the analyzed articles correspond to the classification and regression metrics.
The answer is detailed in the Table 6.

Bulletin of Electr Eng & Inf, Vol. 14, No. 3, June 2025; 2042-2054



Bulletin of Electr Eng & Inf

ISSN: 2302-9285 O 2047

Table 4. Results corresponding to Q1

Keyword

Input

Cybercrime
prediction

Cyberattack
prediction

Cyberfraud
detection

Cyberthreat
forecasting

Cyberbullying

Models for the prediction of cybercrime events and rates in society and the financial sector using various
machine learning methods and neural networks. Supervised [1], [13], [27]-[29], [36], [37] and unsupervised
[5] machine learning and neural networks [2], [38] are used. It comes across a variety of threat prediction and
mitigation models that use diverse datasets and algorithms to identify patterns of cybercrime.

Models that analyze the prediction of cyberattack such as phishing on websites, the internet and IoT,
detection of ransomware and the prediction of malware using machine learning methods and neural
networks. It uses supervised [47] machine learning with assembly methods [30], [33]-[35], [39], [40], [41],
[43], [48] and the use of neural networks [31], [44]-[46]. For the prediction of cyberattacks, these machine
learning and deep learning techniques stand out, which improve efficiency and accuracy.

Models for the detection of cyberfraud generated by fraudulent transactions mainly in the financial sector
with the use of machine learning with assembly methods [26], [30], [32], [51]. These models are used to
detect and forecast cyberfraud that use machine learning and deep learning techniques to improve accuracy
and efficiency.

Efficient hybrid machine learning (EHML) model with the application of assembly methods for the
prediction of cyberthreat [49]. This hybrid model is a different and innovative proposal in the prediction of
cyber threats.

Models for the prediction of cyberbullying in social networks with the use of machine learning, assembly

prediction methods with text data from the social network X (before Twitter) [42] and with malicious images with the
application of neural networks [50]. These models assembled with neural network methods for predicting
cyberbullying suggest, due to their potential, deepening their application in future work.
Table 5. Results corresponding to Q2
Keyword Input

Machine learning
methods

Bagging methods

Boosting methods

Neural network
methods

Simple machine learning methods used with other complex methods in models for predicting
cybercrime. Decision tree (DT), KNN, SVM, logistic regression (LR), Naive Bayes (NB), J48 among
others were used [1], [2], [13], [27]-[31], [33]-[40], [42], [43], [45], [47]-[51]; and unsupervised
methods such as K-means and Gaussian mixture model (GMM) [5]. SVM and LR stand out in their use.
These traditional machine learning methods are the most used, but not necessarily the most effective for
forecasting cybercrime rates.

Simple methods that are used in parallel to reduce the variance of estimates in cybercrime prediction
models, mainly RF was found [1], [2], [29]-[31], [33]-[37], [39], [40], [42], [43], [45], [49], [51] that
stands out in its application, logistic model tree [43], extra tree [36] and enhanced decision tree [49].
Bagging methods are found to be increasingly used to forecast cybercrime rates due to their ability to
improve the accuracy of predictions by combining various models.

Simple methods that are used sequentially to improve the performance of the cybercrime prediction
model were eXtreme gradient boosting (XGBoost) [1], [2], [27], [28], [32], [40], LightGBM [1], [26],
[40], [44], gradient boosting [1], [2], [41], [51], gradient tree boosting [33], CatBoost [1] and AdaBoost
[2]. These boosting methods are relevant for forecasting cybercrime rates due to their ability to manage
complex data structures and improve predictive accuracy.

Neural network methods were found in cybercrime and cyberattack prediction models such as
convolutional neural network (CNN) [44], [46], [50], multilayer perceptron (MLP) [2], [38], deep neural
network (DNN) [45], and artificial neural network (ANN) [31]. It is found that neural network methods
are becoming increasingly relevant for forecasting cybercrime rates, as they take advantage of their
ability to process and analyze large amounts of data to predict potential threats. It is suggested that its
application be deepened in future work.

Table 6. Results corresponding to Q3

Keyword

Input

Classification
metrics

Regression
metrics

The evaluation metrics accuracy, precision, recall and F1 Score were used to evaluate prediction and
detection models for cyberattack [33]-[35], [39]-[41], [43], [45]-[47], cybercrime [2], [5], [13], [27], [28],
[29], [36], [37], cyberfraud [26], [30], [32], cyberbullying [42], [50] and cyberthreats [49]. receiver operating
characteristic (ROC) curve and area under the curve (AUC) were also applied for the evaluation of
cyberattack prediction models [44], [48], cybercrime detection [38] and cyberfraud detection [51]. Studies
find that these classification metrics are frequently used to evaluate the accuracy and reliability of the models
used in the detection and prediction of cybercrime.

R-squared (R2) and mean square error (MSE) evaluation metrics were used for cybercrime [1] and
cyberattack prediction [31]. These regression metrics that are used to evaluate the performance of forecasting
models are mostly used in studies that aim to predict continuous quantities.

3.15. Q4: what improvements have been incorporated into the models to forecast the rate of

cybercrime?

The improvements that have been incorporated into the models through different methods and
techniques seek to optimize the forecast of events and the cybercrime rate. These techniques are used to
handle imbalanced data, feature scaling techniques, dimensionality reduction techniques, hyperparameter
optimization and the implementation of fixed models. The answer is detailed in the Table 7.
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Table 7. Results corresponding to Q4

Keyword Input
Techniques to  Unbalanced datasets caused by scarcity, sampling bias, or recurrent changes in the changing cybercrime
handle imbalanced context disadvantage data classes and negatively impact evaluation metrics in cybercrime models.
data Undersampling techniques were applied with the application of Random Undersampling for the detection of

cyberfraud [26] and Oversampling with the application of synthetic minority oversampling technique
(SMOTE) for the detection of phishing [46], malware [51], fraudulent credit card transactions [32], [51],
cybercrime [2] and cyberattack [34]. These techniques were effectively applied for cases of minority classes
such as cyberattacks with the disadvantage of a possible decrease in detection rates by reducing false
positives. Careful evaluation and adjustment is recommended to ensure optimal performance.

Feature scaling  Feature scaling techniques are applied through data standardization or normalization to improve performance

techniques and to make the cybercrime prediction and detection model more effective and precise. The standard scaler
[13], [27], [28], [30] and min max scaler [29], [31], [33] techniques are used to bring the features to a similar
magnitude, making them comparable and preventing any feature from dominating the algorithm because it
has a larger scale. Feature scaling should be only one part of the feature engineering process. Studies show
that coding and feature selection are key to improving model performance. In addition, the choice of scaling
technique (normalization or standardization) should be aligned with the specific requirements of the machine
learning algorithm used.

Dimensionality Dimensionality reduction techniques are used to eliminate features from data that reduce performance and

reduction techniques  achieve optimal and efficient predictive models of cybercrime. The principal component analysis (PCA) [1],
[32], [39] technique is used to reduce the dimensions of the datasets in the analysis of cyberfraud for
fraudulent credit card transactions. These studies show that these techniques simplify large data sets by
making them more manageable and interpretable. However, care must be taken in choosing the appropriate
technique, depending on the nature of the dataset, to ensure that critical information is not lost.

Hyperparameter Hyperparameter optimization benefits cybercrime rate forecasting. To achieve the best results in the

optimization generation of prediction models, the optimization of the hyperparameters of the prediction models of
cyberattack [31], [34], [46], [47], cyberfraud [30], [32], [51], cybercrime [2], [13] and cyberbullying [50]
was applied. However, for the optimization of hyperparameters it is necessary to consider the number of
computational resources, and the complexity involved in the optimization process.

Mixed models Mixed models offer significant benefits in cybercrime rate forecasting by integrating multiple analytical
techniques to improve prediction accuracy. Combining different methods to improve performance and
precision through assembled models for the prediction of cybercrime [1], [2], [13], [27]-[29], [36]-[38],
cyberattack [31], [33]-[35], [39]-[41], [43]-[45], [47], cyberfraud [26], [30], [32] and cyberbullying [42]. In
addition, hybrid models for the detection of cyberfraud [51], cyberattack [48], cyberthreat [49] and
cyberbullying [50]. Studies agree that the implementation of mixed models requires a considerable number
of computational resources and the availability of large data sets.

3.2. Bibliometrix analysis

Bibliometric analysis is the quantitative method used in this systematic review. R Studio
Bibliometrix software was used to systematically evaluate and visualize the scientific literature regarding
trends, patterns, and studies in the field of cybercrime rate forecasting [52], [53]. The VOSViewer tool was
also used to build and visualize bibliometric networks such as the cooccurrence network of keywords of the
articles and the map of collaboration of studies between countries [54]. A bibliometric analysis of the 229
articles obtained from the search in the databases used in this systematic review was performed.

Figure 4 shows the keyword cloud of the studies in which the word "cybercrime" is most frequently
found, followed by the words "detection”, "network security”, "machine learning"”, "learning systems",
among others. Figure 5 shows the cooccurrence of keywords by color coded periods, revealing that in recent
years (in yellow) studies have focused on "cybercrime,” "deep learning,” and different types of cybercrime
and machine learning techniques. Figure 6 shows the trend of publications related to the study in different
countries, placing India with the highest number of published articles, followed by the United Kingdom and
the United States.
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Figure 4. Keyword cloud
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3.3. Proposed model

Figure 7 shows the proposed model based on the opportunities for improvement and the good
practices found in the review of the studies of this research. The proposal considers the techniques, methods
and experiences to build a simple, effective and efficient model to improve the precision of the cybercrime

rate forecast.

Cybercrime data series is the historical dataset in time series that includes records of the different
cybercrimes. In Data preprocessing, data cleansing is performed to ensure the quality of the actual dataset
and its transformation into the data types that the model will process optimally. In Features, techniques are
used to balance the unbalanced data in the dataset, then feature reduction techniques for data standardization,
and finally techniques to reduce the dimensionality of the data and obtain a tighter predictive model. Data

A systematic literature review on the use of artificial intelligence ... (Manuel Martin Morales Barrenechea)
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splitting, data is divided into datasets of 70% for training and 30% for testing. In methods, autoregressive
integrated moving average (ARIMA) methods would be used to capture the linear and seasonal relationships
of a time series and long short term memory (LSTM) to model nonlinear patterns and long term
dependencies. The hyperparameter adjustment of the methods would be carried out with optimization
algorithms. The results are then assembled to deliver the final forecast.

Data Features Methods Adjustment Ensemble

Cybercrime
data series
Hyperparameters
optimization
Data .
- imbalanced data
techniques

[ Data splitting ]1—[ Scaling techniques ]

Handle

Ensemble
methods
Final
forecast

Figure 7. Proposed model

3.4. Discussion

This study conducted the state of the art on the use of artificial intelligence to forecast the rate of
cybercrime. The studies [1], [36] address the prediction of cases of common crimes and cybercrimes with
machine learning techniques in several cities in India. Another study [44] on Cyber Threats analyzes the
prediction of the rate of infectious malware on computers. In the cyberattack, [40] behavioral analysis to
improve the prediction rate in phishing detection. Other studies [2], [32], [51] analyze cyberfraud with
machine learning models for the detection of bank and credit card fraud. In addition, [42], [50] the prediction
of cyberbullying with neural networks for the analysis of messages and images from social networks. While
previous studies investigated the use of artificial intelligence to forecast cybercrimes, these are not the most
efficient considering new methods combined with neural networks that manage complex data structures that
improve predictive accuracy.

Historical datasets are relevant to ensure the accuracy of the cybercrime forecasting model with
machine learning. The study [1] used six datasets of common and cybercrime in India collected by the
National Crime Records Bureau (NCRB). Another study [49] used Kaggle's "Cybercrime dataset India" with
records of cyberattacks across India to forecast crime rates. In addition, [47] used Kaggle's dataset with over
500 thousand URLs for phishing website detection. While these studies propose the use of historical data,
other authors improve the efficiency of the model with the use of real-time data such as [29] for the
prediction of cyberattacks, with the use of real-time dataset cluster computing techniques for the
identification of cybercriminals and [5], [36], [38], [42], they use API connection with the social networks
Facebook and X (formerly Twitter) for the extraction of messages from the social network in real time for the
prediction of cyberbullying.

The studies apply and compare different machine learning methods to analyze the performance of
forecasting cybercrime rates. The study [1] uses several techniques to forecast the rate and timing of digital
crimes in cities in India by comparing the performance of six algorithms such as Gradient Boosting, DT,
CatBoost, RF, XGBoost and LightGBM using the R2 and MSE evaluation metrics where DT had the highest
R2 of 99.9 and the lowest MSE of 0.01. Another study [2] for the detection of cybercrime in the banking
sector, it compared the performance of eleven algorithms such as KNN, RF, NB, Gradient Boosting, MLP,
DT, AdaBoost, SVM, Linear SVM, Voiting Classifier and XGBoost with evaluation metrics such as
accuracy, precision, recall and F1 score where RF stood out with an accuracy of 99.99%. In the prediction of
cyberattack, in [29] three algorithms were used, such as LR, RF, and KNN, where the latter had the best
performance with an accuracy of 98.78%. Furthermore, [37] compares eight machine learning techniques to
predict cyberattacks such as LR, KNN, SVM Linear, SVM Kernel, NB, DT, RF, and XGBoost, where SVM
Linear achieved the highest accuracy rate with 66.81% accuracy. While previous studies apply traditional
machine learning techniques, they do not address the combination of these techniques or hybrid models to
improve forecast performance and accuracy.

Finally, optimizing cybercrime forecasting models through innovative techniques used to achieve
the best results. The study [1] for the cybercrime prediction model, it compares the result of six machine
learning algorithms with the application of the Standard, Min-Max and PCA techniques for feature scaling or
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data normalization to find the most effective and accurate model, where in all scenarios the DT algorithm
generated the best results in the R2 score and MSE. Another study [32] compares the results of the original
dataset against the improved dataset after applying SMOTE, with the latter being the best. For the study [46]
the highlight is the reduction of the imbalance in the dataset with the use of the SMOTE technique and the
adjustment of hyperparameters for model training, which improved the accuracy of the cyberattack
prediction. However, we discovered that [51] in the hybrid model to lower the rate of cyberfraud the SMOTE
technique did not achieve a significant improvement in test results.

Our research offers a broad overview of the contribution of artificial intelligence to forecasting the
rate of cybercrime. However, we recognize some limitations caused by the scope of studies on the modality
of cybercrime that mainly affects people, leaving out prediction models proposed in the field of companies
and businesses that will require future research to know the advances of cybersecurity in the prediction of
cyberattacks and cyberthreats on this front. Future research can look at these modalities and machine learning
methods for forecasting cybercrime in business sectors to confirm and expand on our findings.

In summary, recent advances in the use of artificial intelligence to forecast the rate of cybercrime
are growing and innovative. Our findings highlight the potential of machine learning to forecast cybercrime
rates by leveraging historical data and traditional and advanced algorithms to predict future trends and
identify potential threats. The integration of diverse datasets and the continuous refinement of algorithms are
relevant to improving the accuracy and reliability of cybercrime forecasting models that we are sure
contribute significantly to the fight against cybercrime.

4. CONCLUSION

After the analysis of the articles included in this systematic review of the literature, the questions
posed in this research were answered. It is determined that there are several machine learning models and
techniques that have been developed to predict cybercrime rates. Different techniques are used to forecast the
rate and timing of cybercrimes, including SVM, LR, RF, XGBoost, MLP, and CNN to predict the types of
cyberattacks. The importance of using real data to improve the accuracy of predictions about cybercrime is
also highlighted. In addition, the importance of optimizing cybercrime forecasting models through techniques
to achieve the best results. Finally, this research provides evidence that could be used effectively by
authorities and police forces to formulate strategies, prevention measures, and control of cybercrime for the
benefit of society. This research suggests that while significant advances have been made in forecasting the
cybercrime rate, new combined or hybrid predictive models such as the ARIMA-LSTM model proposed in
this study need to be refined or created to improve the performance and accuracy of cybercrime forecasting.
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