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 The field of image processing is crucial for many different applications, 

including forensic evidence, insurance claims, medical imaging, bio-

informatics, artifact collection and more. In many sectors nowadays, digital 

photographs are regarded as a trustworthy source of information. The 

manipulation of such photographs leads to a variety of issues. The study 

presents a method using convolutional neural networks (CNN) combined 

with modified particle swarm optimization (MPSO) to improve the accuracy 

of tampering detection. This advancement contributes to improved reliability 

in fields requiring image authenticity verification, such as forensics and 

media. The design includes the collection of a dataset comprising both 

original and tampered images for training and testing the model. A dataset, 

such as the Media Integration and Communication Center (MICC) dataset, is 

utilized, which includes various images that have been altered through 

different tampering techniques. This dataset serves as the foundation for 

training the CNN and evaluating its performance The findings indicate that 

the proposed MPSO_CNN method outperforms traditional techniques in 

terms of precision, accuracy, recall, and F-measure, demonstrating its 

effectiveness in identifying tampered images. The results highlight the 

significance of using advanced deep learning techniques for reliable image 

authenticity verification. 
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1. INTRODUCTION 

It is one of the interesting fields which already proved its efficiency in solving the classification 

problems related to images. Due to its fullest performance in case of detecting objects and classifying the 

scenes, learning is the most popular one which helps the researchers to extract complex dependencies from 

the high dimensional inputs [1]. The total number of features present in the tampered image would change, if 

any pre-processing operation is performed on that image [2]. A robust feature set is created by classifying 

and combining all the extracted features for improving the image [3]. The perfect designing and usage of the 

feature sets helps us to differentiate the tampered image from the original one. The main difficulty lies in this 

task is the extraction of the correct features [4]. Usually, the tampered images are smoothened during the 

post-processing to reduce or clear out the edge erection changes. The researches have to find out these things 

with the help of the copy-move or splicing detection techniques [5]. The first step in the research is pre-

processing which includes the various steps like normalization of an image, rescaling and analysing the error 

level in the input images [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The tampering recognition and localization problem for pictures occurs when it is obtained through 

splicing of content initially shot from dissimilar camera types [7]. The copy-move forgery, splicing and 

retouching are some of the conventional forgery detection methods. In these methods copy-move proves its 

worthiness through detecting the colour, texture and device properties [8]. 

Deep learning is one of the sub fields of machine learning where the concepts are influenced by 

artificial neural network. It learns the structures deeply using neural network architectures and thus it is 

called as deep neural network [9]. The methods in the deep learning helps us to discover the salient features 

of the image and proves its worthiness [10]. The face swapping technique is also one of the remarkable 

growths in the graph of deep learning. With the help of convolutional neural networks (CNN), mostly the 

face detection, pose estimation are also possible [11]. In many of the emerging detection of tampering 

methods, CNN is the most important and crucial one in extraction of the important features to detect the 

image forgery. In their existing form, CNN will absorb structures that capture an image's content as 

conflicting to manipulation recognition features [12]. In the recent days, the CNN proves its ability to achieve 

the best results in case of images in the fields like medicine, and insurance [13]. Maximum number of 

researches includes particle swarm optimization (PSO) algorithm to optimize the architecture of CNN in 

order to achieve the expected results in various applications [14]. The PSO when combined with CNN 

optimizes the process thus increasing the performance in various tasks [15]. Some of the disadvantages in 

PSO with CNN are rectified in modified PSO with CNN to improve the efficiency and reduce the 

consumption of time. 

Many applications, like the gathering of artifacts, the submission of receipts, and the remembering 

of events, heavily rely on digital photos. However, a lot of the issues we face today are brought on by digital 

images. The image source is also used for a variety of unlawful operations [16]. With the aid of image editing 

software, digital information can be changed, with the ability to add or remove items as well as perform any 

action on the original image. Because of the picture alterations, the original image's legitimacy is in doubt. 

Sometimes, inadvertent picture manipulation cannot be taken seriously [17]. In the field of military courts 

and politics, the images have a powerful impact on the national security and stability which helps in attaining 

the peace of people’s life [18]. That’s why the risk is taken to find out the percentage of tampering in the 

images. Sometimes the best versions of DCNN architectures helps us to obtain the salient features of the 

taken image. But the image should be normalized in order to classify them [19]. 

Due to the problems in the double compression and recompression of images, most of the 

researchers concentrate on JPEG images to localize easily. But in the field of research, the tools should not be 

concentrating on any particular image format and it should be easy the localize the modified region [20]. 

Conventional approaches in the image processing finds out the patterns related to the tampered content while 

classifying the data. But regarding the use of deep learning the researchers are happy with the performance 

and results when compared with the other approaches. Deep learning concentrates more on highly dependent 

generalization problems and proper selection of required parameters [21]. When these altered photographs 

are taken into account as forensic evidence, the matter becomes more serious. In these circumstances, it is 

important to demonstrate the authenticity of the visible visuals [22]. In the majority of hospitals, a patient's 

treatment is determined by the findings of medical scans [23]. There is no more thought given to this. Image 

manipulation causes the doctor to provide the incorrect treatment in certain circumstances. Medical data and 

scans are used mostly in the insurance industry to support claims for medical insurance [24]. 

Even today, crop insurance claims can be made using photos of crop damage caused by flooding 

[25]. In these circumstances, direct investigation is not possible. Therefore, the insurance companies validate 

the photographs sent by the clients. In this case, tampering benefits the con artists. In the case of crop and 

medical insurance, the reimbursement will be provided as anticipated after verification of the altered or faked 

pictures [26]. The tampering detection method we suggest determines the degree of tampering and hence 

confirms the defined image's expected authenticity [18]. The companies can therefore release the funds 

following the verification. As a result, the authentic submission and transactions satisfy both parties  

[27]–[29]. Finally, the effectiveness of the current and suggested strategies is assessed. Image forgeries can 

be detected and localized by using deep convolution neural network to classify the images and also to train 

and test the data to obtain the best results when compared with the other approaches. 

 

  

2. METHOD 

2.1.  Enhanced image tampering detection using deep learning and swarm intelligence 

This model's primary objective is to detect manipulated images. Images that have been tampered 

with can convey false information because they have been manipulated in some way. Figure 1 shows the 

steps in the proposed workflow model: 
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− Image input: the first step is to take the digital image that we want to check. This could be any photo, like 

a picture from a news article or a personal photo. 

− Preprocessing: before analyzing the image, it needs to be prepared. This might involve resizing the image 

or adjusting its quality so that the analysis can be done more effectively. 

− Feature extraction: in this step, the model looks for specific features in the image. Features are important 

parts of the image that can help identify if it has been changed. The significant features are extracted with 

CNN from the image and taken for comparing with the training data to find out the authenticity of that 

input image. 

− Using CNN: this is a type of artificial intelligence that helps in analyzing the image. CNNs are good at 

recognizing patterns, much like how our brains recognize faces. They look at the features extracted earlier 

to determine if the image is real [26]. 

− PSO: this is a technique used to make the CNN work faster and more efficiently. Imagine a group of birds 

flying together to find food; they communicate and adjust their paths to reach their goal quickly. 

Similarly, this method helps the CNN find the best way to analyze the image [29]. 

− Tampering detection: after processing the image, the model checks for signs of tampering. If it finds any, 

it can tell us how much of the image has been changed. This is important because knowing the extent of 

tampering can help us understand how reliable the image is. 

− Output results: finally, the model provides results that indicate whether the image is authentic or has been 

manipulated. This output can be used by various sectors, such as law enforcement or media, to ensure the 

information they are sharing is accurate. 

 

 

 
 

Figure 1. Proposed workflow model 

 

     

2.2.  Modified particle swarm optimization using convolutional neural networks 

The modified PSO algorithm proposed in this work provides an excellent solution for image 

tampering and classification. The proposed algorithm begins by initializing particles with random positions 

and velocities. Each particle's fitness is then assessed, and its personal best position (Pb) is updated if its 

current fitness surpasses its previous best. The global best position (Gb) is similarly updated if any particle's 

Pb improves upon it. Particle velocities are adjusted using an equation that incorporates inertia weight, 

acceleration coefficients, and random numbers, guiding them toward their Pb and the Gb. Subsequently, 

particle positions are updated by adding their velocities, with a conditional rule that either applies the full 

calculated velocity or limits it to a maximum percentage increase. This iterative process of fitness evaluation, 

best position updates, and velocity/position adjustments continues until a predefined stopping criterion is 

met, signifying convergence towards a solution. The following are the steps that the proposed MPSO_CNN 

should follow in Algorithm 1. 
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Algorithm 1. MPSO_CNN 

1. Initialize the parameters using random positions and velocities. 

2. Assess each particle's fitness. 

3. Determine the particle best (Pb): if particle I's fitness value is higher than its best fitness value (Pb), particle 

I's current fitness value will be its new Pb. 

4. Determine the global best (Gb): Gb is set to the current value if any updated Pb is superior to the Gb. 

5. Use the following equation to update the particle Velocities 

 

𝑉𝑦 = 𝐼𝑉𝑦 + 𝐴1𝑅1(𝑃𝑏. 𝑖– 𝑃𝑖) + 𝐴2𝑅2(𝐺𝑏. 𝑖– 𝑃𝑖) (1) 

 

where Vy is the velocity, I is the inertia weight, A1 and A2 are the acceleration coefficients and R1 and R2 are 

the random numbers. 

6. Add the velocity to the position value to move the particles to that location. 

 If R3>PR3 then 

 

𝑃𝑖 = 𝑃𝑖 + 𝑉𝑦𝑖(1 + 2𝑃𝑣(𝑅4 − 0.5)) (2) 

 

 Else 

 

𝑃𝑖 = 𝑃𝑖 + 𝑉𝑦𝑖 (3) 

 

where PR3 is the percentage of particles covered by the change of the velocity and Pv is the maximum 

increase in the percentage speed of the particles. 

7. The procedure is carried out till the desired result is reached. 

 

 

3. RESULTS AND DISCUSSION 

Both the original and tampered images in the database are accepted for training and the CNN 

catches the features for the whole dataset. The results of both the existing and new algorithms are shown in 

this section. These techniques are applied to Media Integration and Communication Center (MICC) dataset 

on MATLAB 2019a, and the classification performance indicators are listed below. 

 

3.1.  Evaluation parameters 

Table 1 shows the evaluation parameters of the proposed model. evaluation parameters are essential 

for assessing the performance of classification models, particularly in tasks such as image tampering 

detection, where distinguishing between altered and unaltered images is critical. 

 

 

Table 1. Evaluation parameters 
Metrics Formula 

Accuracy [27] Number of Correct Predictions

Allof the Predictions
 

 

Precision [27] True Positive

True Positive + False Positive
 

 
Recall [27] True Positive

True Positive + False Negative
 

 

F-measure [27] (2 ∗ Precision ∗ Recall )

(Precision + Recall)
 

 

Percentage of Tampering [27] 
1 −

(2μxμy + C1)(2σxy + C2)

(μx
2 + μy

2 + C1)(σx
2 + σy

2 + C2)

2
 

 

 

The major goal of the proposed research is to identify the kind of image manipulation that 

distinguishes an image as altered or unaltered. There are several techniques to spot modified or tampered 

with photos, including looking for signs of cloning, studying the edges, analyzing the shadows, and missing 

reflections. The images given in the Figure 2 shows the detection of tampering in the tampered images using 
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the techniques CNN [24], PSO_CNN [29] and MPSO_CNN and the classifications results are tabulated in 

Table 2. 

 

 

Input image CNN PSO_CNN MPSO_CNN 

    

    

    

    

    
 

Figure 2. Tampered output image 

 

 

Table 2. Classification using ensemble classifier 
Algorithm Image Accuracy Precision Recall F-measure Percentage of tampering 

CNN Image1 93 91 93 92 3.6 

Image2 92 90 92 91 3.1 

Image3 92 91 91 91 2.7 
Image4 93 90 92 91 3.9 

Image5 93 90 92 91 3.9 

PSO_ 
CNN 

Image1 95 93 95 94 3.5 
Image2 94 92 96 94 2.9 

Image3 94 92 96 94 2.6 

Image4 94 94 95 94 3.7 
Image5 95 93 95 94 3.9 

MPSO_ 

CNN 

Image1 98 96 98 97 3.0 

Image2 98 95 97 96 2.5 
Image3 98 96 96 96 1.9 

Image4 97 95 97 96 2.9 

Image5 97 96 98 97 3.5 

 

 

The ensemble classifier reduces bias and variance, which improves model accuracy. The Table 2 

shows results for each image under the three different algorithms. For CNN, the accuracy ranges from 92% 

to 93%, with a percentage of tampering between 2.7% and 3.9%. For PSO, the accuracy improves slightly, 

ranging from 94% to 95%, with a percentage of tampering from 2.6% to 3.9%. The MPSO_CNN method 

shows the best results, with accuracy reaching up to 98% and a lower percentage of tampering, as low as 

1.9%. The results indicate that the MPSO_CNN method is the most effective for detecting tampering in 

images, as it has the highest accuracy and the lowest percentage of tampering. This suggests that combining 

CNN with PSO leads to better performance in identifying altered images. 

Back propagation neural network classifier (BPNN) is utilized to analyze the contours and corners 

of images, which helps in achieving accurate findings during the classification process. In the context of 

image tampering detection, a lower percentage indicates a better outcome in terms of authenticity. The results 

of the calculations for precision, accuracy, recall, and F-measure are reported in Table 3. CNN's accuracy 

varies from 90% to 93%, with a tampering rate of 2.7% to 3.9%. For PSO, accuracy improves marginally, 

ranging from 93% to 95%, with a tampering rate of 2.4% to 3.7%. MPSO_CNN outperforms both CNN and 

PSO_CNN across all metrics, with accuracy values reaching up to 98%, precision up to 96%, recall up to 

98%, and F-measure up to 97%. It is concluded that the proposed MPSO_CNN is the preeminent method 

when compared to the other two techniques and evaluated using BPNN classifier. 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 14, No. 3, June 2025: 1981-1989 

1986 

Table 3. Classification using BPNN classifier 
Algorithm Image Accuracy Precision Recall F-measure Percentage of tampering 

CNN Image1 91 89 90 89 3.6 
Image2 90 89 90 89 2.8 

Image3 90 89 90 89 2.7 

Image4 90 88 89 88 3.7 
Image5 91 88 89 88 3.9 

PSO_ 

CNN 

Image1 94 92 93 92 3.2 

Image2 93 91 92 91 2.7 
Image3 94 91 91 91 2.4 

Image4 93 92 92 92 3.0 

Image5 94 92 93 92 3.2 
MPSO_ 

CNN 

Image1 97 95 97 96 2.8 

Image2 96 94 96 95 2.3 

Image3 96 95 96 95 1.9 
Image4 96 95 96 95 2.8 

Image5 97 95 97 96 3.2 

 

 

Table 4 presents the performance metrics of the support vector machine (SVM) classifier applied to 

various images for the task of detecting tampering. The CNN algorithm shows good performance with 

accuracies mostly around 89-90%. The percentage of tampering ranges from 2.5 to 3.8. PSO_CNN method 

improved the results, with accuracies reaching up to 93% and the tampering percentage is slightly lower at 

3.1 compared to CNN. The modified PSO method shows the best performance overall, with accuracies as 

high as 96 and the tampering percentage is 2.8, indicating it is very effective at detecting tampering. 

 

 

Table 4. Classification using SVM classifier 
Algorithm Image Accuracy Precision Recall F-measure Percentage of tampering 

CNN Image1 90 89 90 89 3.3 

Image2 89 89 90 89 2.9 
Image3 89 88 91 89 2.5 

Image4 90 88 90 89 3.5 

Image5 89 87 90 88 3.8 
PSO_ 

CNN 

Image1 93 92 93 92 3.1 

Image2 92 91 93 92 2.6 

Image3 91 92 92 92 2.1 
Image4 92 91 92 91 3.1 

Image5 93 91 93 92 3.4 

MPSO_ 
CNN 

Image1 96 95 97 96 2.8 
Image2 96 95 96 95 2.3 

Image3 95 94 97 95 1.7 

Image4 94 94 97 95 2.7 
Image5 95 94 96 95 3.2 

 

 

The Tables 2-4 collectively assess the proposed MPSO_CNN by providing comparative 

performance metrics against other algorithms. The consistent superior performance of MPSO_CNN across 

various metrics and classifiers demonstrates its effectiveness and reliability in detecting digital image 

tampering, making it a significant advancement in the field. The quantitative evidence presented in these 

tables supports the conclusion that MPSO_CNN is a robust solution for image tampering detection. The 

consistent improvement in performance metrics across multiple tables highlights the effectiveness of 

combining modified PSO with CNN for this task. 

 

 

4. CONCLUSION 
The proposed MPSO_CNN was trained using both original and tampered images from the MICC 

dataset, allowing it to learn features across the entire dataset effectively. The developed model was able to 

detect the region of tampering accurately in the tampered images. The classification performance indicators 

were evaluated, showing that the proposed model outperformed existing algorithms in terms of accuracy and 

efficiency. This indicates that the integration of PSO with CNN enhances the model's ability to detect 

tampered images. The research emphasized the importance of robust feature extraction, which was achieved 

through preprocessing steps like normalization and error level analysis. F uture works could explore the 

incorporation of more advanced deep learning architectures, such as generative adversarial networks (GANs) 

or transformer-based models, to enhance feature extraction and improve tampering detection accuracy. 
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