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 Cloud computing environments encounter significant challenges in job 

scheduling, particularly due to excessive waiting times and inefficient 

resource utilization associated with conventional algorithms such as first-

come, first-served (FCFS) and backfilling. This study introduces FCFS-

SlotFree, a novel scheduling algorithm that enhances resource allocation 

efficiency by dynamically sorting jobs based on their arrival times and 

workloads, and subsequently assigning them to a fixed set of virtual 

machines (VMs) without relying on rigid time-slot constraints. This flexible 

scheduling approach facilitates better adaptation to heterogeneous 

workloads. Extensive experiments conducted under realistic cloud scenarios 

demonstrate that FCFS-SlotFree significantly reduces average waiting time 

(AWT) by approximately 32.78% compared to FCFS and by 9.68% 

compared to backfilling, while concurrently improving resource utilization 

by 3.58% and 1.27%, respectively. The results substantiate the algorithm’s 

effectiveness in optimizing scheduling performance and resource efficiency 

within complex cloud environments. 
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1. INTRODUCTION 

Cloud computing revolutionizes information technology by providing on-demand resources through 

a network service model characterized by self-service, dynamic elasticity, scalability, pooled resource 

management, and extensive network access, thereby enhancing cost efficiency for both users and providers 

[1]. Task scheduling techniques, including branch-and-bound algorithms optimized for scalability, have been 

demonstrated through CloudSim to minimize makespan in cloud environments [2]. Efficient task allocation is 

crucial in cloud systems to optimize performance by distributing workloads, reducing makespan, and 

ensuring compliance with service level agreements (SLAs) [3]. Key challenges include mapping virtual 

machines (VMs) to user requests to balance throughput and resource utilization [4]. Heuristic batch-mode 

scheduling strategies that combine static and dynamic data have been shown to successfully allocate 

heterogeneous VM tasks, minimizing both makespan and variability [5]. Additionally, considerations of 

network bandwidth during allocation further enhance resource usage and reduce execution time during peak 

periods [6]. 

Optimized scheduling methods address workload allocation with an emphasis on reliability, energy 

efficiency, and task completion speed. Algorithms such as the grasshopper optimization algorithm (GOA) 

and dynamic multi-level task scheduling (DMLTS) tackle the complexities of large-scale scheduling, 

https://creativecommons.org/licenses/by-sa/4.0/
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achieving significant reductions in makespan and effective load balancing [7], [8]. VM management, 

essential for resource optimization, employs scheduling algorithms that minimize makespan and balance load 

by factoring in total VM execution time and workload [9], [10]. Hybrid threshold-based and heuristic 

scheduling approaches further enhance system stability in dynamic, heterogeneous VM environments [11]. 

Workload management aims to improve system throughput and resource utilization through adaptive 

scheduling techniques that address imbalances, employing methods such as improved threshold-based task 

scheduling (ITBTS) and multi-objective allocation that consider VM capacity and execution time [12]. 

Quality of service (QoS) factors, including response time, throughput, availability, and latency, shape 

scheduling decisions to meet deadlines and reduce costs, while heuristics are utilized to optimize provider 

profits and user satisfaction [13], [14]. Recent advancements in smart cloud management frameworks 

leverage knowledge bases to dynamically optimize resource configuration and SLA monitoring, thereby 

enhancing resource availability and autonomy [15]. Advanced scheduling algorithms, including multi-

priority workflow grouping and adaptive round Robin modifications, effectively reduce waiting times while 

improving throughput and load distribution [16]. 

Backfilling scheduling techniques, which are evaluated based on prediction accuracy and 

performance, segment tasks into queues to enhance real-time processing without delaying earlier tasks, 

proving particularly effective under moderate to balanced workload conditions [17], [18]. Queueing models, 

such as M/G/1, analyze customer choices in resource pre-ordering to maximize revenues, addressing the 

challenges faced by Cloud Providers in VM placement to meet user requirements while considering 

scalability [19]. Static independent task scheduling assigns tasks based on VM availability, taking into 

account processing power, cost, and volume for effective grouping [20]. Research by Pujiyanta and 

Noviyanto [21] proposes a centralized scheduling model framework in which a single scheduler entity 

manages the entire process. Jobs submitted by users are first sequenced and then forwarded to the scheduler, 

which interacts with the logical view module to execute the tasks on VMs registered in the cloud information 

service (CIS). This approach provides more efficient and streamlined control, as a singular scheduling 

component oversees the distribution and execution of jobs. The centralized scheduler emphasizes simplicity 

and centralized management, with the aim of optimizing resource utilization and job throughput. Ultimately, 

this framework ensures efficient cloud job allocation and timely feedback to users. 

The overall design of the scheduling architecture and its algorithms are influenced by several 

factors, including idle time, waiting time, resource availability, and the time period. These elements represent 

the primary challenges and constraints faced by existing resource scheduling algorithms. This study focuses 

on addressing these critical issues, with particular emphasis on the factors that impact job-to-VM mapping to 

achieve optimal scheduling outcomes. 

 

 

2. METHOD 

In the existing methods, jobs are scheduled to available processors based on job parameters using 

scheduling algorithms. Meanwhile, the proposed method schedules the given jobs to available processors 

using dynamic cloud scheduling and first-come, first-served (FCFS)-SlotFree algorithms. This approach is 

expected to provide significant improvement in execution time compared to the existing results. Figure 1 

illustrates the proposed Cloud Job Scheduling system, which functions through a series of interconnected 

steps. 
 
 

 
 

Figure 1. Job scheduling system in the cloud with dual LS 
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In Step 1, the available VMs within the data center are registered with the CIS, which maintains 

information about the VMs that are ready for deployment. Next, in Step 2, cloud users submit their jobs to 

the system, which then directs them to the subsequent sorting phase. Step 3 involves categorizing the 

submitted jobs based on specific criteria such as arrival time, priority, or job size, after which the jobs are 

divided and allocated to two load schedulers (LS-1 and LS-2). In Step 4, both LS request a list of available 

VMs from the CIS, which provides them with VMs prepared to execute the jobs. Step 5 elaborates on how 

LS-1 and LS-2 schedule the jobs to the appropriate VMs based on the available VM list, while also 

considering the respective availability and capacity of each VM. Once the scheduling is finalized, Step 6 

indicates that the system confirms the acceptance of the scheduled jobs for execution, sending this 

confirmation back to the cloud user. In Step 7, the load validator (LV) executes the jobs on the designated 

VMs according to the established schedule. Following the execution in Step 8, the LV notifies LS-1 and LS-2 

that the jobs have been completed. Finally, in Step 9, LS-1 and LS-2 deliver a completion report of the jobs 

to the cloud user, who subsequently receives the results of the executed jobs. 

In this section, we present a novel scheduling algorithm designed to optimize resource utilization, 

minimize makespan, and reduce delay time within cloud environments. 

Notation and preliminary definitions: 

Set of VMs: V={ VM1, VM2,…, VMm} 

Set of jobs submitted by users: J={ J1, J2,…, Jn} 

Function for registering VMs with the CIS: RegisterVM: V → CIS 

Function for sorting jobs: SortJobs: J →(J1, J2) where J1,J2 ⊆ J and J1 ꓴ J2 = J 

Function for retrieving the list of VMs from CIS: GetVMList: CIS → V 

Function for scheduling jobs to VMs: ScheduleJobs: (Ji,V) → Schedulei, where i ∈ {1, 2} 

Function for executing jobs by the LV: Execute: Schedulei → ExecutionResulti 

Function for reporting job results: ReportCompleted: ExecutionResulti → User 

where; Ai: arrival time of job i (arrival time), Si: start time of job i execution (start time), Wi=Si – Ai: waiting 

time of job I, ti: duration of job i execution, Uj: total time of VM j used for job execution, T: total observation 

time (from start to all jobs completed), and m: number of VMs. 

To optimize job scheduling in a cloud computing environment, a FCFS-SlotFree is employed. This 

algorithm aims to minimize average waiting time (AWT) and enhance resource utilization. The details of the 

algorithmic steps can be found in Algorithm 1. Table 1 shows description of the steps in the proposed 

algorithm FCFS-SlotFree. 

 

Algorithm 1. FCFS-SlotFree 

1. Start 

2. RegisterVM(V) → CIS 

3. User submits job J with arrival times Ai and execution times ti 

4. (J1 , J2) = SortJobs(J) 

5. V ← GetVMList(CIS) 

6. Schedule1 = ScheduleJobs(J1, V)  

• For each job in Schedule1, record start time Si 

7. Schedule2 = ScheduleJobs(J2, V)  

• For each job in Schedule2, record start time Si 

8. Confirmation of job received to User 

9. ExecutionResult1 = Execute(Schedule1) 

10. ExecutionResult2 = Execute(Schedule2) 

11. Calculate waiting time Wi for each job: 

• Wi = Si – Ai 

12. Calculate average waiting time: 

• AverageWaitingTime = (Sum of all Wi) / (Total number of jobs) 

13. Calculate resource utilization: 

• For each VM j: 

           Uj = Sum of execution times of jobs assigned to VM j 

           T = Total time from start of first job to end of last job 

           ResourceUtilization = (Sum of all Uj) / (m * T) * 100% 

14. ReportCompleted(ExecutionResult1, AverageWaitingTime, ResourceUtilization) → User 

15. ReportCompleted(ExecutionResult2, AverageWaitingTime, ResourceUtilization) → User 

16. End 
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Table 1. Brief explanation 
Step Symbols and functions Short description 

1 Start  
2 RegisterVM(V) Register VM to CIS 

3 J User submit Jobs 

4 SortJobs Sort and assign jobs to J1, J2  
5 GetVMList(CIS) Get list of available VMs 

6-7 ScheduleJobs(Ji,V)  Schedule jobs to VMs 

8 Confirmation of job received to User Job accepted 
9-10 Execute(Schedulei)  Execute jobs by LV 

11 For each job i: Wi = Si – Ai Calculate waiting time Wi for each job 

12 AverageWaitingTime Calculate AWT 
13 ResourceUtilization Calculate resource utilization 

14-15 ReportCompleted(ExecutionResulti)  Send result report to user 

16 End  

 

 

2.1.  Performance metrics 

Scheduling is the process of organizing a collection of tasks to determine the manner in which 

multiple tasks compete for access to one or more shared and reusable resources. These resources can 

encompass hardware components, including processors, communication channels, and storage devices, as 

well as software assets. Task scheduling further involves allocating specific resources to tasks by establishing 

their respective start and end times within defined constraints. As a fundamental aspect of cloud computing, 

the primary goal of scheduling is to ensure efficient allocation of resources for task execution. This allocation 

process, often referred to as task assignment, aims to optimize the distribution of tasks across available 

resources and is managed by the scheduler. To assess the efficiency and effectiveness of a scheduling 

algorithm, various performance metrics are utilized. 

− Utilization 

In a cloud computing system, the nodes involved in service execution also experience certain levels 

of service utilization and satisfaction. During the execution of random tasks, not only is the load on the cloud 

system affected, but there is also a loss of waiting time. If the system operates for an extended period, the 

waiting time loss can become significant. Conversely, the longer a random task waits, the lower the service 

quality and satisfaction of the system [22]. The issue addressed in this paper is how to minimize the waiting 

time in the cloud computing system, improve resource utilization, and ensure that service requirements are 

met without task loss [23], [24]. 

− Waiting time 

There are instances when a resource is not available at the requested reservation time, but it can be 

reserved for a different time. The difference between the expected start time and the actual start time is 

known as the waiting time, represented in (1) and (2) [25], [26]: 

Waiting time formula for job i: 
 

𝑊𝑖 = 𝑆𝑖 − 𝐴𝑖 (1) 
 

AWT: 
 

𝑊̅ =
1

𝑛
∑ 𝑊𝑖 =

1

𝑛
∑ (𝑆𝑖 − 𝐴𝑖)
𝑛
𝑖=1

𝑛
𝑖=1  (2) 

 

where; n is total number of jobs, Ai is arrival time of job I, Si is start time of job I, and Wi is waiting time of 

job i. 

 

2.2.  Illustration of method 

Table 2 displays the jobs submitted by the user, where twet represents the execution start time, ts is 

the flexible time, te indicates the execution duration, and CN denotes the number of resources needed. Before 

being assigned to a logical node, tasks are first sorted in ascending order. The results of this sorting are 

presented in Table 3. All tasks submitted by users are assigned to logical nodes. If there is available space, 

the task is allocated to that node. If no space is available, the task will be adjusted to accommodate the 

necessary flexible time. For instance, as illustrated in Figure 2, job number 2 has an execution time from t=0 

to t=12. If there is space within this time slot, the task will be assigned to the logical view. Conversely, if no 

space is available, the task will be shifted to start at slot 12. Similarly, task number 5 is placed in slot  

number 6 because slots 3 to 6 are occupied by task number 3. After all tasks have been processed, the user is 

notified that their job has been accepted and is currently being processed, providing them with certainty 

regarding the acceptance or rejection of their task. 
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Table 2. Presents the jobs submitted by users 
No twet tpa te CN 

1 0 23 6 2 
2 0 0 7 2 

3 0 0 5 1 

4 0 0 5 5 
5 0 12 6 1 

6 2 8 7 1 

7 5 5 5 2 
8 5 5 6 4 

9 6 18 5 2 

 
 

Table 3. Jobs after sorting 
No twet tpa te CN 

1 0 0 5 1 

2 0 0 5 5 

3 0 12 6 1 

4 0 23 6 2 

5 0 0 7 2 
6 2 8 7 1 

7 5 5 5 2 
8 5 5 6 4 

9 6 18 5 2 

 

 

 
 

Figure 2. The placement of tasks for their execution 
 

 

Figure 3 illustrates the placement of tasks scheduled for execution using the backfilling method. 

Task number 7 will be rejected because its initial execution time, starting from slot number 5 until the 

completion of task number 5, does not have the required available slot space. As shown in Figure 3, the job 

utilization level is lower compared to that of the proposed SlotFree algorithm. Additionally, the backfilling 

algorithm demonstrates uncertainty regarding the exact execution time of tasks; tasks are placed on hold until 

sufficient free space becomes available. 
 

 

 
 

Figure 3. The placement of tasks for execution during the backfilling process 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 14, No. 5, October 2025: 3683-3691 

3688 

3. RESULTS AND DISCUSSION 

The backfilling technique is employed as a basis for comparison because it advances reservations 

earlier to create space for incoming reservations. However, the subsequent job is required to stay in the 

waiting queue until the preceding job is fully executed, without assurance regarding its exact execution time. 

This limitation can cause inefficient resource usage since jobs might experience prolonged waiting periods. 

When a leading job demands more computing time than the currently available resources, it remains queued. 

The backfilling method permits jobs with shorter execution durations to move forward and execute on idle 

resources. Performance evaluation uses metrics such as delay time, waiting time, and job waiting time, 

aiming to optimize resource utilization. 

The experimental setup for evaluating the proposed FCFS-SlotFree scheduling algorithm was 

meticulously designed to simulate a realistic cloud computing environment. A fixed number of 50 VMs, 

registered within the CIS, served as resources for job execution. These VMs were supported by one data 

center and 50 hosts, operating in space-sharing mode, which allowed only one job to run at a time on any 

given resource. Jobs, with sizes ranging from 300 to 700 units to reflect diverse workload complexities, were 

submitted by users and subsequently sorted based on their arrival times and workloads. The scheduler 

dynamically allocated these jobs to the available VMs without enforcing fixed time slots, thereby facilitating 

flexible task execution. Various computing scenarios were considered to observe key parameters such as 

resource utilization and job waiting time, as outlined in Table 4. To evaluate delay times, the FCFS-SlotFree 

method was compared against traditional FCFS and backfilling approaches. Performance metrics, including 

AWT and resource utilization rates, were collected by monitoring job start times, execution durations, and 

completion reports, which were then communicated to the users. Each set of executed jobs operated 

independently, ensuring an isolated assessment of scheduling efficiency. This comprehensive setup 

effectively validates the algorithm's capability to reduce scheduling delays and optimize resource utilization 

under heterogeneous task conditions typical of cloud systems. 

 

 

Table 4. Experiment parameters 
Name Value 

Execution time  Fixed 

Number of resources Fixed 

Execution start time Changed 
Execution end time Changed 

 

 

Figure 4 depicts the AWT generated by each scheduling algorithm when applied to workloads of 

different sizes, illustrating that the proposed algorithm achieves a notable improvement in AWT. The results 

demonstrate that this algorithm surpasses other existing methods, with an average reduction in AWT of 

32.78% compared to FCFS and 9.68% relative to backfilling. Overall, the proposed algorithm significantly 

decreases waiting times. In situations where the job's required execution time exceeds the available compute 

node time, the leading job in the queue must wait. The backfilling technique permits jobs with shorter 

durations to proceed and execute on idle compute nodes. However, in the backfilling algorithm, the 

subsequent job remains in the waiting queue until the previous job finishes execution, causing uncertainty 

about the actual start time of that job. 

 

 

 
 

Figure 4. Displays the outcomes of AWT under various workloads 
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Figure 5 demonstrates the resource utilization attained by each algorithm across workloads of 

different sizes, indicating that the proposed algorithm significantly enhances resource utilization. The data 

reveal that the proposed approach outperforms other algorithms, achieving an average increase in resource 

utilization of 3.58% compared to FCFS and 1.27% relative to the backfilling method. Overall, the algorithm 

presents a marked improvement in resource usage. In scenarios where the required execution time surpasses 

the available compute node time, the foremost job in the queue must wait. The backfilling strategy allows 

jobs with shorter execution durations to proceed and execute on idle compute nodes. However, within the 

backfilling algorithm, subsequent jobs remain in the waiting queue until preceding jobs complete execution, 

resulting in uncertainty concerning the actual start times of these jobs. 

 

 

 
 

Figure 5. Resource utilization based on number of slots 

 

 

4. CONCLUSION 

This research introduces a new scheduling algorithm called FCFS-SlotFree, designed to optimize 

task scheduling in cloud computing environments. Simulation results indicate that the algorithm is capable of 

reducing the average task waiting time by 32.78% compared to the conventional FCFS algorithm and by 

9.68% compared to the backfilling method. In addition to reducing waiting times, FCFS-SlotFree also 

improves resource utilization by 3.58% compared to FCFS and by 1.27% compared to backfilling, thereby 

enhancing the overall system efficiency. This slot-free scheduling approach has proven effective in 

addressing the limitations of conventional FCFS algorithms and backfilling methods while improving 

scheduling performance in cloud computing. However, the focus of this research is limited to efforts aimed at 

reducing waiting times and increasing resource utilization, leaving other aspects such as energy consumption 

and system security unexplored in depth. 

Future research could be directed toward the development of hybrid scheduling algorithms that 

integrate FCFS-SlotFree with optimization methods such as genetic algorithms or machine learning to 

enhance adaptability and performance under complex workloads. Additionally, evaluations in a broader and 

more diverse cloud computing environment are necessary to test the reliability and scalability of the 

algorithm, as well as to integrate scheduling with energy-saving strategies to promote more environmentally 

friendly cloud computing practices. Thus, the FCFS-SlotFree algorithm demonstrates a significant 

contribution to the efficiency of cloud computing scheduling and has the potential for widespread 

implementation to enhance the performance of cloud computing systems. 
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