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 Skill entity recognition is a crucial task for aligning educational curricula with 

the evolving needs of the industry, particularly in multilingual job markets. 

This study introduces modified attention score transformer encoder (MAS-

TENER), a novel transformer-based model designed to enhance the 

recognition of skill entities from Indonesian job descriptions. The proposed 

model modifies the attention mechanism by integrating relative positional 

embeddings and removing the scaling factor in self-attention. These 

improvements enhance the context of tokens, allowing for the accurate 

establishment of hard skills, soft skills, and technology skills. The MAS-

TENER model was pre-trained and fine-tuned using a combinF.ation of job 

description datasets and additional corpora, achieving an F1-score of 90.46% 

at the entity level. The experimental results demonstrate the model's ability to 

handle unstructured, mixed-language job descriptions, with significant 

potential for curriculum reform and the development of new workforce 

capabilities. The study demonstrates the efficacy of the MAS-TENER model 

as an effective response for any natural language processing (NLP) task in 

low-resource languages. Moreover, the scope of long-term job market 

analytics in action research has been a key skill set in the education policy 

arena, demonstrating collaborative workforce capabilities. 

Keywords: 

Information retrieval 

Named entity recognition 

Natural language processing 

Pretrained model language 

Skill recognition 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Suprapto 

Department of Computer Science and Electronics, Faculty of Mathematics and Natural Sciences 

Universitas Gadjah Mada 

Sekip Utara, Bulak Sumur, Yogyakarta 55281, Indonesia 

Email: sprapto@ugm.ac.id 

 

 

1. INTRODUCTION 

The higher education sector plays a vital role as a primary supplier of the workforce to engineering 

and economic industries [1]. However, rapid industrial developments have created challenges for educational 

institutions, as they are tasked with producing graduates equipped with up-to-date skills [2], [3]. The alignment 

of university curricula with industry needs is crucial; higher education institutions should engage more closely 

with stakeholders, as there is a significant gap between education and the labour market in Indonesia. This gap 

contributes to "intellectual unemployment," where graduates cannot find jobs that match their  

qualifications [4]. 

To bridge this gap, higher education institutions must focus on producing human resources with 

competencies and skills that meet industry demands [5]. One possible approach is to extract relevant job skills 

from job postings to inform curriculum changes. Online job platforms in Indonesia that provide information 

on industry-required skills include Indeed [6] and JobStreet.id [7]. These job postings, often containing 

https://creativecommons.org/licenses/by-sa/4.0/
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unstructured job descriptions, present an opportunity for natural language processing (NLP) techniques to 

extract and analyze essential skill requirements [8]. To illustrate this process, Figure 1 provides an example of 

skill recognition in an Indonesian job description, highlighting how specific skills (hard skills, soft skills, 

technology) are identified within the text, which underscores the need for effective entity recognition models. 

 

 

 
 

Figure 1. Sample of skill recognition in Indonesian job description 

 

 

Information extraction, a subfield of NLP, can identify and recognize entities such as job skills within 

these unstructured job descriptions. Named entity recognition (NER) is a fundamental task in this process, 

responsible for identifying entities within text [9]. In recent years, transformer-based models have 

demonstrated significant success in NER tasks, primarily due to their self-attention mechanism, which 

effectively captures complex word dependencies within a sentence [10]. 

Transformer-based models, such as pretrained language models (PLMs) and bidirectional encoder 

representations from transformers (BERT) [11], have become the standard for NER tasks due to their superior 

contextual understanding. Fine-tuning PML BERT offers distinct advantages, achieving high accuracy with 

smaller training datasets, thereby reducing the time and costs required to develop specialized models for job 

skill extraction. The identification of job skill requirements on job portals using fine-tuned, language-specific 

BERT-based PML has been conducted by various researchers. This PML includes English [12], [13], as well 

as Vietnamese [14], Chinese [15], German [16], and Finnish [17]. 

Existing pre-trained models for Indonesian, such as Indonesian bidirectional encoder representations 

from transformers (IndoBERT) [18] and Indonesian BERT for tweets (IndoBERTweet) [19], have 

demonstrated adaptability to low-resource languages; however, they lack specific training on job description 

datasets, resulting in suboptimal performance in identifying skill-related entities. Moreover, the reliance of 

standard transformer architectures on absolute positional embeddings limits their ability to capture directional 

and distance-based contextual relationships, which are crucial for recognizing skills [20]-[22]. Additionally, 

the implementation of relative position embedding in attention can also be applied to BERT [23]. 

To overcome these challenges, this study introduces the modified attention score transformer encoder 

(MAS-TENER), a novel transformer-based model designed for skill entity recognition in Indonesian job 

descriptions. MAS-TENER addresses the limitations of conventional models by incorporating relative 

positional embeddings and removing the scaling factor in the self-attention mechanism. These innovations 

enhance the model's ability to capture contextual dependencies between tokens, improving the precision and 

recall of skill recognition. 

The MAS-TENER model was pre-trained and fine-tuned on specialized datasets, including annotated 

Indonesian job descriptions and supplementary corpora from Wikipedia, enabling it to handle mixed-language 

content and unstructured data effectively. Experimental results demonstrate that MAS-TENER achieves a 

state-of-the-art F1-score of 90.46% at the entity level, outperforming existing models such as BERT and 

IndoBERT in precision and recall. 

This research makes a significant contribution to the field in three key ways. First, it provides a 

modified attention mechanism specifically designed for technologies that recognize skills in low-resource, 

multilingual contexts. Second, it establishes a new benchmark for skill entity recognition, contributing to both 

new developments in workforce development and curriculum revision. Third, MAS-TENER's robust 

performance in extracting skills from job descriptions positions it as a valuable tool for bridging the gap 

between academia and industry, particularly in Indonesia and similar contexts. 

 

 

2. METHOD 

The MAS-TENER model was developed to enhance skill entity recognition from Indonesian job 

descriptions by modifying the attention mechanism in transformer encoders. This section outlines the data 
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collection, model architecture, pre-training, and fine-tuning processes involved in building MAS-TENER. To 

provide an overview of our approach, Figure 2 illustrates the proposed methodology, depicting the workflow 

from data collection and preprocessing to model training and evaluation, highlighting the integration of relative 

position embeddings in the transformer architecture. 

 

 

 
 

Figure 2. The proposed methods 

 

 

2.1.  Data collection and preparation 

Job description data were collected from several Indonesian job portals, including Loker.id [24], 

JobStreet [7], Indeed [6], and Job.id [25] to build the skill recognition model. These job postings include 

information such as company name, job location, job field, and job descriptions, along with the required skills. 

To illustrate the data preparation process, Figure 3 outlines the steps involved in data collection and 

preprocessing for building MAS-TENER, including filtering job descriptions, removing special characters, and 

splitting the dataset into pre-training and fine-tuning subsets. 

 

 

 
 

Figure 3. Data collection and preparation 

 

 

The data was filtered to include job descriptions containing at least five words. Special characters and 

HTML tags were removed to simplify the text. A total of 34,966 job descriptions were collected and stored in 

CSV format. The dataset was divided into two parts: i) pre-train dataset, consisting of 30,354 job descriptions 

for language model pre-training and ii) NER-Skill dataset: consisting of 4,394 job descriptions for fine-tuning 

the NER model [26]. 

Due to the limited size of the pre-training dataset, additional data from Indonesian Wikipedia [18] and 

English Wikipedia [11] were added to enhance the model's ability to handle both Indonesian and English 

vocabulary, as job postings in Indonesia often include mixed-language content. 

 

2.2.  Dataset annotation 

The NER-Skill [26] dataset was annotated manually following the BIO tagging format (beginning, 

inside, and other) [27]. The following labels were used for annotation, as seen in Table 1. 
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Table 1. The labels in the NER-Skill dataset 
Label Description 

B-HSkill and I-HSkill Hard skills, such as programming and data analysis. 
B-SSkill and I-SSkill Soft skills, such as teamwork and communication. 

B-Tech and I-Tech Technology-specific skills, such as Python and MySQL. 

O Other tokens that do not belong to any skill category. 

 

 

The NER-Skill dataset annotation format follows the CoNLL 2003 format, and each job description 

was tokenized prior to the annotation process. The dataset's imbalance was managed during training by 

appropriately weighting underrepresented labels. To illustrate the annotation structure, Figure 4 presents a 

sample of the NER-Skill dataset, showing tokenized job description text with corresponding BIO tags to 

demonstrate how skill entities are labelled for model training. 

 

 

 
 

Figure 4. A sample of the NER-Skill dataset with BIO tagging 

 

 

2.3.  Modified attention score transformer encoder 

The core of MAS-TENER is a modified transformer encoder designed to enhance skill entity 

recognition by addressing limitations in the conventional self-attention mechanism. Specifically, the model 

incorporates relative position embedding and eliminates the scaling factor to improve the attention mechanism. 

The model utilizes sinusoidal functions to represent positional embeddings, thereby extracting the 

positional relationships among tokens within a sentence. This function allows the model to comprehend the 

direction and distance among skill entities, which is essential for accurate recognition. As in (1) and (2) are 

used to position embedding. 

 

𝑝(𝑝𝑜𝑠,2𝑖) = 𝑠𝑖𝑛 (
𝑝𝑜𝑠

10000
2𝑖
𝑑

) (1) 

 

𝑝(𝑝𝑜𝑠,2𝑖+1) = 𝑐𝑜𝑠 (
𝑝𝑜𝑠

10000
2𝑖
𝑑

) (2) 

 

where: p is the position encoding, 𝑝𝑜𝑠 is the word position, i is the feature embedding i, and d is the word 

embedding size. 

Instead of the standard attention score calculation, MAS-TENER computes attention scores using 

relative positional embeddings without the scaling factor. This approach enables the model to focus more on 

the relationships between tokens than their distances. To illustrate this modification, Figure 5 depicts the 

architecture of the modified attention score mechanism in the transformer encoder, showing how relative 

positional embeddings are integrated into the query, key, and value computations to enhance skill entity 

recognition. 

This modified attention mechanism, as illustrated in Figure 5, enables MAS-TENER to more 

effectively capture token relationships, resulting in enhanced skill recognition performance. To extract feature 

representations, namely 𝑄 (query), 𝐾 (key), and 𝑉 (value), we project the input sequence using three matrices: 

𝑊𝑄 ∈ 𝑅𝑚×𝑑𝑞 , 𝑊𝐾 ∈ 𝑅𝑚×𝑑𝑘 , and 𝑊𝑉 ∈ 𝑅𝑚×𝑑𝑣. Here, 𝑑𝑘 and 𝑑𝑞 are set to be equal. These matrices are used 

in (3) to calculate the Q, K, and V matrices. 
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𝑄 = 𝑥𝑖𝑊
𝑄, 𝐾 = 𝑥𝑖𝑊𝐾, 𝑉 = 𝑥𝑖𝑊𝑉 (3) 

 

 

 
 

Figure 5. The modified attention score in encoder transformer 

 

 

The input sequence will produce an attention score 𝑧 = (𝑧1, 𝑧2, . . . , 𝑧𝑛) with the same length as the 

input 𝑧𝑖 ∈ 𝑅𝑑𝑧. The attention score is computed by considering both the dot product of the query and key 

vectors, as well as the relative position information. The relative position information is encoded using relative 

position embeddings, which capture the positional relationships between tokens in the sequence. Relative 

positional embedding is a vector 𝑎𝑖𝑗
𝑄 , 𝑎𝑖𝑗

𝐾 , 𝑎𝑖𝑗
𝑉  ∈  𝑅𝑑𝑎 , where 𝑎𝑖𝑗

𝑄
, 𝑎𝑖𝑗

𝐾 , and 𝑎𝑖𝑗
𝑉  are the input elements 𝑥𝑖 and 𝑥𝑗 

direction information, respectively. The attention scores are then typically passed through a softmax function 

to obtain attention weights, which determine the importance or relevance of each token in relation to the query. 

The attention score between two tokens is calculated using (4) and (5). 

 

𝛼𝑖𝑗 =
𝑒𝑥𝑝 𝑒𝑖𝑗 

∑ 𝑒𝑥𝑝𝑛
𝑘=1  𝑒𝑖𝑘 

 (4) 

 

𝑧𝑖 = ∑ 𝛼𝐼𝐽
𝑛
𝑗=1 (𝑉 + 𝑎𝑖𝑗

𝑉 ) (5) 

 

where: 𝑒𝑖𝑗 = (𝑄)(𝐾)𝑇 +  (𝑄) 𝑎𝑖𝑗 + (𝐾)𝑇𝑎𝑖𝑗
𝑇 , 𝑥𝑖 and 𝑥𝑗 are input vectors, 𝑎𝑖𝑗  is the relative position embedding, 

and 𝑧𝑖 is the attention score. 

By incorporating relative position information into the self-attention mechanism, MAS-TENER can 

better capture dependencies between tokens, improving the accuracy of skill recognition. 

 

2.4.  Pre-training of language model 

The implementation of embedding the relative position in the attention score is applied to the BERT 

architecture. We named PMAS-TENER for the pre-trained model language, which was pre-trained using the 

combined pre-train dataset (job descriptions and Wikipedia corpus). The PMAS-TENER model is trained using 

the masked language model (MLM) technique, a powerful approach for pre-training language models. In 

MLM, specific tokens in a sentence are randomly masked, and the model predicts these masked tokens based 

on the surrounding context [28]. 

This pre-training process involved the following settings: epochs=300, learning rate=1e-4, batch 

size=64, gradient accumulation steps=4, and weight decay=10. The pre-training was conducted using the 

NVIDIA A100-SXM machine with stochastic gradient descent (SGD) as the optimization method. This process 

allowed the model to learn language patterns and semantic relationships within the job descriptions. To 

demonstrate the pre-training approach, Figure 6 illustrates the MLM technique used in PMAS-TENER, 
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showing how tokens are randomly masked and predicted based on the surrounding context to enhance the 

model's understanding of job description text. 

 

 

 
 

Figure 6. MLM technique in PMAS-TENER 

 

 

2.5.  Fine-tuning for named entity recognition-skill recognition 

After pre-training, the model was fine-tuned on the NER-Skill dataset, which contains manually 

labelled job descriptions. The fine-tuning process adjusted the pre-trained model to recognize skill entities 

specific to job descriptions using the following hyperparameters: epochs=6, learning rate=3e-5, batch size=32, 

dropout=0.2, optimizer=Adam, and sequence length=256 tokens. To illustrate this process, Figure 7 depicts 

the fine-tuning architecture for NER-skill recognition using the pre-trained PMAS-TENER model, showing 

how the model processes input embeddings and predicts BIO tags for skill entities in job descriptions. 

 

 

 
 

Figure 7. Fine-tuning for NER-skill recognition using pre-trained PMAS-TENER 

 

  

In Figure 7, 𝐸's and 𝑅's represent the input embedding and the contextual representation of sub-token 

s, and [CLS] is the special symbol used to get the full input representation. These words are then tokenized 

into subword units using a WordPiece tokenizer to ensure compatibility with the transformer model. The 

embedding layer takes these tokens and translates them into dense vector embeddings that include both 

positional information and token-specific information. For instance, within the encoder of PMAS-TENER, the 

input embeddings are processed using a variant of self-attention with relative positional embeddings, which 

empowers the model to understand the contextual relationships between tokens. The encoder representation 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 14, No. 5, October 2025: 3632-3644 

3638 

outputs refined, contextualized features for each token, which are then passed to the dense layer. This layer 

performs a final classification, assigning labels to each token. 

 

 

2.6.  Model evaluation 

The performance of the MAS-TENER model was evaluated using the NER-Skill test dataset. The 

model's performance is measured using the precision, recall, and F1-score. These values are calculated using a 

confusion matrix, which identifies the number of true positives (TP), true negatives (TN), false positives (FP), 

and false negatives (FN) predictions. The precision, recall, and F1-score can be calculated using the formulas 

in (7) to (9) [29]: 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (7) 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (8) 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 (9) 

 

These metrics were calculated at both the token and entity levels [30], allowing a detailed assessment 

of the model's ability to recognize skill entities within job descriptions. 

A baseline comparison was conducted using the standard attention mechanism without incorporating 

relative position information (Model 1), the attention mechanism incorporating relative position information 

on matrix K with scaling (EBERT-RP) [31], and the attention mechanism incorporating relative position 

information on matrix K and Q with scaling (Model 2). 

 

 

3. RESULTS 

The training procedure for the four PMLs: i) Model 1 (standard BERT without relative position 

embeddings), ii) EBERT-RP (BERT with relative position embeddings on matrix K and scaling), iii) Model 2 

(BERT with relative position embeddings on matrix K and Q with scaling), and iv) MAS-TENER, consists of 

a 12-layer, 12-head encoder transformer and the maximum token length at 256 tokens. To further analyze the 

training behavior of MAS-TENER and the baseline models, we examined the loss curves over iterations during 

the fine-tuning phase. Figure 8 plots the loss function for four different models: Model 1 (blue), EBERT-RP 

(red), Model 2 (yellow), and MAS-TENER (green). 

 

 

 
 

Figure 8. Loss function over iterations for Model 1 (blue), EBERT-RP (red), Model 2 (yellow), and  

MAS-TENER (green), the inset provides a zoomed-in view of the later iterations 

 

 

As shown in Figure 8, the overall convergence trend, while the inset provides a zoomed-in view of 

the loss values in the later iterations, highlighting the stability and final convergence of each model. This 
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comparison demonstrates the effectiveness of MAS-TENER’s modified attention mechanism in achieving 

faster and more stable convergence compared to the baselines. 

The pre-training configurations of the evaluated language models demonstrate substantial complexity, 

with Model 1 comprising 110,591,667 parameters, while EBERT-RP, Model 2, and PMAS-TENER each 

incorporate 111,377,331 parameters. These extensive parameter sets were trained over computational durations 

of 109 hours for Model 1, 125 hours and 46 minutes for EBERT-RP, 126 hours and 57 minutes for Model 2, 

and 120 hours and 32 minutes for PMAS-TENER. 

After developing the PMAS-TENER model through pre-training, a fine-tuning process was conducted 

to adapt the model for skill entity recognition specific to job descriptions. The process involved fine-tuning the 

pre-trained model to classify tokens accurately, which included hard skills, soft skills, and technology-specific 

competencies. Fine-tuning was performed using hyperparameters carefully selected to optimize performance. 

The model was trained for six epochs with a learning rate of 3e-5 and a batch size of 32, aiming to balance the 

computational component with the need for generalization. We applied a dropout of 0.2 to help prevent 

overfitting and used the Adam optimizer, as it is generally more efficient with sparse gradients and has effective 

dynamic learning rates. Additionally, a sequence length of 256 tokens ensured the model could process job 

descriptions of varying lengths without truncating important contextual information. This structured and 

methodical fine-tuning process enhanced PMAS-TENER's ability to recognize skill entities with high precision 

and recall. 

To evaluate the training stability and convergence of the MAS-TENER model compared to the 

baseline models, we analyzed the loss function over epochs during both pre-training and fine-tuning phases. 

Figure 9 illustrates the training and validation loss curves for four different configurations: Figure 9(a)  

Model 1, Figure 9(b) EBERT-RP, Figure 9(c) Model 2, and Figure 9(d) MAS-TENER. In each subfigure, the 

green line represents the training loss, while the red line represents the validation loss. These plots demonstrate 

how the modified attention mechanism in MAS-TENER affects convergence compared to baseline models. 

 

 

 

  
(a) (b) 

  

  

(c) (d) 

  

Figure 9. Comparison of NER modelling loss functions; (a) fine-tuning Model 1, (b) fine-tuning EBERT-

RP, (c) fine-tuning Model 2, and (d) MAS-TENER 

 

 

As shown in Figure 9, the MAS-TENER model was evaluated on the NER-Skill test dataset to assess 

its effectiveness in recognizing skill entities from Indonesian job descriptions. This section presents the 

experimental results, focusing on key performance metrics such as precision, recall, and F1-score. We also 

compare MAS-TENER's performance with baseline models and discuss the implications of the findings for 

skill entity recognition and curriculum alignment with industry needs. 
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3.1.  Performance at the token level 

To evaluate MAS-TENER's performance at the token level, we compared it with Model 1 (standard 

BERT without relative position embeddings), EBERT-RP, and Model 2 (BERT with relative position 

embeddings and scaling). Table 2 presents the precision, recall, and F1-scores for each label, highlighting 

MAS-TENER's improvements in recognizing hard skills, soft skills, and technological competencies. The 

precision and Recall for the B-Tech label achieved 89.07% and 81.50%, respectively, indicating that the model 

performs well in identifying technological skills from job descriptions. Similarly, the F1-score of MAS-

TENER for soft skills (B-SSkill) was 81.48%, outperforming both baseline models. 

 

 

Table 2. The evaluation skill recognition model at the token level 

Label 
Model 1 EBERT-RP [31] Model 2 MAS-TENER 

P R F1 P R F1 P R F1 P R F1 

B-HSkill 59.26 65.81 62.36 69.46 53.24 60.28 71.29 56.76 63.20 63.69 65.56 64.62 

B-SSkill 71.96 87.14 78.83 76.29 86.27 80.97 76.13 83.95 79.85 79.16 83.95 81.48 

B-Tech 84.29 84.30 84.29 88.27 81.45 84.72 85.10 85.14 85.12 89.07 81.50 85.12 

I-HSkill 65.21 52.28 58.03 71.98 51.22 59.85 66.52 59.62 62.88 63.18 66.88 64.98 

I-SSkill 68.76 54.96 61.09 79.61 53.64 64.09 61.49 62.73 62.10 78.40 52.42 62.83 

I-Tech 73.36 59.97 65.99 82.97 59.61 69.37 72.83 70.43 71.61 79.50 67.53 73.03 

O 95.54 95.37 95.46 94.45 97.36 95.89 95.40 96.44 95.92 95.72 96.28 96.00 

Average 74.05 71.40 72.29 80.43 68.97 73.60 75.54 73.58 74.38 78.39 73.45 75.44 

 

 

3.2.  Performance at the entity level 

We also evaluated MAS-TENER's performance at the entity level to assess its ability to accurately 

recognize complete skill entities. Table 3 reports the precision, recall, and F1-scores for MAS-TENER 

compared to Model 1, EBERT-RP, and Model 2, demonstrating MAS-TENER's superior performance in 

entity-level skill recognition. The entity-level evaluation further demonstrates that the MAS-TENER model 

recognizes B-SSkill and I-HSkill entities, achieving a 97.12% F1-score for B-SSkill and a 91.20% recall for  

I-HSkill. Including relative position embeddings significantly enhances the model's ability to capture 

relationships between tokens, especially for skill-related entities, where distance and direction are essential for 

accurate entity classification. 

 

 

Table 3. The evaluation skill recognition model at the entity level 

Label 
Model 1 EBERT-RP [31] Model 2 MAS-TENER 

P R F1 P R F1 P R F1 P R F1 

B-HSkill 85.12 90.77 87..85 87.53 91.67 89.56 90.63 88.96 89.79 88.58 91.16 89.85 

B-SSkill 94,72 97.34 96.01 95.41 98.27 96.82 96.54 96.81 96.67 96.42 97.82 97.12 

B-Tech 92.01 92.97 92.48 93.97 94.63 94.30 93.81 93.41 93.61 94.78 91.65 93.19 
I-HSkill 85.65 80.42 82.95 89.32 87.19 88.24 85.76 90.78 88.20 85.98 91.20 88.51 

I-SSkill 94.38 83.00 88..32 93.49 86.48 89.85 91.32 91.19 91.26 95.23 88.87 91.94 

I-Tech 80.76 69.65 74.80 88.47 76.38 81.98 82.69 78.98 80.79 84.91 79.57 82.16 
Average 88.77 85.69 87.07 91.37 89.10 90.12 90.12 90.02 90.05 90.98 90.05 90.46 

 

 

3.3.  Comparison with other pretrained models language 

To further assess MAS-TENER's performance, we compared it with existing pre-trained models, 

including BERT [11], TENER [21], and IndoBERT [18], as well as the baseline models (Model 1, EBERT-

RP, and Model 2). Table 4 presents the evaluation results at both token and entity levels, reporting precision, 

Recall, and F1-scores for each model. This comparison highlights MAS-TENER's improvements over standard 

transformer models in recognizing skills from Indonesian job descriptions, particularly at the entity level. 

 

 

Table 4. Comparison of MAS-TENER with pretrained and baseline models at token and entity levels 
 

Model NER 
Level token Entity level 

 Precision Recall F1-score Precision Recall F1-score 

Baseline From pretrained BERT [11] 81.68 75.03 77.70 87.90 85.90 86.30 

From pretrained IndoBERT [18] 81.65 76.47 78.59 87.40 85.70 86.50 
TENER [21] 73.24 66.18 68.94 85.55 82.52 83.86 

Model 1 74.05 71.4 72.29 88.77 85.69 87.07 

EBERT-RP [31] 80.43 68.97 73.60 91.37 89.1 90.12 
Model 2 75,54 73,58 74,38 90,12 90,02 90,05 

Propose MAS-TENER 78.39 73.45 75.44 90.98 90.05 90.46 
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As shown in Table 4, MAS-TENER’s F1-score of 90.46% at the entity level surpasses all baselines, 

underscoring the effectiveness of the modified attention mechanism. This performance is attributed to the 

modified attention score mechanism, which effectively captures the contextual relationships in job 

descriptions. 

 

 

4. DISCUSSION 

The experimental results demonstrate that the MAS-TENER model significantly improves skill entity 

recognition from unstructured job descriptions in Indonesian. By incorporating relative positional embeddings 

and eliminating the scaling factor in the attention mechanism, MAS-TENER achieves better precision, recall, 

and F1-score compared to both baseline and existing pre-trained models. 

The improved ability to recognize hard skills and technological competencies is valuable for 

educational institutions and industries, as it enables better alignment of curricula with real-world job 

requirements. Additionally, the capability to work with mixed-language content (Indonesian and English) in 

job postings enhances the applicability of MAS-TENER in multilingual job markets. 

However, there are still challenges in recognizing specific skills, particularly I-HSkill and I-SSkill, 

which often overlap with other categories such as B-Tech. This issue stems from ambiguities in job 

descriptions, where terms like "programming" may refer to hard skills and technologies. Figure 10 shows 

MAS-TENER confusion matrices Figure 10(a) token level and Figure 10(b) entity level. 

 

 

  
(a) (b) 

 

Figure 10. MAS-TENER confusion matrices; (a) token level and (b) entity level 

 

 

The confusion matrices for MAS-TENER at the token level a) and entity level b) offer valuable 

insights into its classification performance across skill categories (B-HSkill, B-SSkill, B-Tech, H-HSkill,  

I-SSkill, I-Tech, and O). At the token level a), the model demonstrates strong performance for B-HSkill and 

B-SSkill, but notable errors emerge, including significant misclassifications of B-Tech as B-HSkill and I-Tech 

as I-HSkill or B-HSkill. At the entity level b), MAS-TENER continues to face challenges with specific skill 

entities, particularly misidentifying B-HSkill as I-HSkill or I-Tech, while also exhibiting confusion between 

B-Tech and I-Tech. Future work should address these ambiguities by improving entity disambiguation and 

contextual modelling. 

MAS-TENER performs state-of-the-art skill entity recognition for Indonesian job descriptions, 

outperforming standard transformer models like BERT [11], TENER [21], and IndoBERT [18]. The model's 

success underscores the importance of relative positional information in NER tasks and highlights its potential 

for real-world applications in workforce development and curriculum reform. 

 

 

5. CONCLUSION 

This study introduced MAS-TENER, a modified transformer-based model designed to enhance skill 

entity recognition from Indonesian job descriptions by addressing limitations in conventional attention 

mechanisms. The primary objective was to enhance the accuracy of recognizing job-related skills, including 

hard skills, soft skills, and technological competencies, by integrating relative position embeddings and 

eliminating the scaling factor in the self-attention mechanism. The experimental results confirmed that MAS-

TENER achieved a state-of-the-art F1-score of 90.46% at the entity level, outperforming existing models such 

as BERT, TENER and IndoBERT in precision and recall for skill recognition tasks. 
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These findings have significant implications for workforce development and educational alignment 

with industry needs. Through the precise extraction of skills from job descriptions, MAS-TENER can help 

educational institutions gain a better understanding of the demand for skills, enabling them to update their 

curricula to align with identified skills gaps in the workforce compared to what they are currently providing to 

students. Beyond that, MAS-TENER is useful in multilingual and mixed-language settings and is particularly 

applicable to diverse job markets, providing a novel service to job domains that otherwise relied on 

unstructured job description data. 

Future work can expand on MAS-TENER's methodology for improving entity disambiguation and 

contextualization, such as the overlapping skill categories discussed above. This model lays the groundwork 

for future advancements in NLP for low-resource languages, enabling broader applications in job market 

analysis and educational reform. The research validates MAS-TENER's approach to skill recognition, paving 

the way for future developments that enhance the utility and scalability of NLP models in addressing real-

world skill assessment needs. 
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