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 Cybercrime represents a growing global threat with adverse impacts on 

citizen security, the digital economy, and quality of life. In this context, an 

optimized hybrid model was developed that combines autoregressive 

integrated moving average (ARIMA) and long short-term memory (LSTM) 

for the monthly forecast of cybercrime complaints, applying the cross 

industry standard process for data mining (CRISP-DM) methodology and 

applying Python based data science techniques. The model combines the 

capabilities of the ARIMA statistical approach to capture linear components 

with the power of LSTM neural networks to address nonlinear temporal 

relationships. The architecture was trained on a set of 60,378 official records 

of complaints registered by the National Police of Peru between 2018 and 

2023, achieving a mean absolute percentage error (MAPE) of 10.73%, 

which represents a significant improvement over the singular ARIMA and 

LSTM predictive models. Compared to previous studies in crime, health, 

and agriculture, this approach showed a greater ability to generalize over 

complex time series. It is concluded that the application of the proposed 

model is a relevant contribution for the police and other security agencies to 

anticipate crime trends and design preventive and effective strategies to 

combating cybercrime. 
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1. INTRODUCTION 

Cybercrime has become a relevant world threat [1], [2]. It is a problem that undermines people’s 

standard of living [3] and the economic development of countries [4]. Cybercrime not only affects the 

security of people's and organizations' data [2], [5], but also paralyzes commerce, generating a loss of 

productivity [6]. Technological progress has intensified society’s use of digital mediums for exchanging 

information and facilitating commerce [7], and the COVID-19 pandemic, cybercrime led to a marked 

escalation in incidents in the crime rate [1], [2], [8]. The cost generated by cybercrime reached $8 trillion in 

2023 and is estimated to reach $10.5 trillion by 2025 [7], [9]. 

The use of artificial intelligence to combat cybercrime is increasing. Researchers are increasingly 

employing machine learning techniques to analyse and predict cybercrime patterns [10], achieving high rates 

of accuracy in detecting and predicting crimes [11]. Traditional techniques have laid the groundwork for 

predicting cybercrime [4]. Traditional models such as decision tree, random forest, and support vector 

machine are commonly utilized for predicting criminal activity, given their capability to analyse organized 
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datasets and provide interpretable results [4], [12]. However, traditional models often struggle in the face of 

changing cyber threat dynamics [13]. Therefore, the authors suggest the use of hybrid models to address 

these limitations [14], [15]. 

The integration of the autoregressive integrated moving average (ARIMA) and long short-term 

memory (LSTM) models improves forecast accuracy by leveraging their strengths in handling linear and 

nonlinear trends in time series data [16], [17]. The ARIMA model effectively detects linear trends and 

seasonality [16], [18], while the LSTM excels at modelling complex nonlinear relationships and long-term 

dependencies [17], [19]. The integration of both models allows for a more thorough analysis of time series 

data, addressing the limitations of each method when used independently. The ARIMA−LSTM hybrid 

approach is generally recognized as a promising strategy for improving prediction accuracy in various fields 

[18], [20] and providing insights into crime patterns and trends [16], [17]. 

The ARIMA-LSTM hybrid model has recently been used as a superior option in many forecasting 

tasks due to its ability to reduce error and variance compared to individual models [17], [19] that have been 

applied in various sectors. In the agriculture sector, an ARIMA-LSTM model was applied for the prediction 

of shallot prices in Thailand [17], with a mean absolute percentage error (MAPE) of 13.6% indicating that 

the combined model achieved better results than traditional machine learning models [15]. In the construction 

industry [19] addressed the forecasting of demand in the sector through the hybrid model, with which a 

MAPE of 13.3% was achieved, notably lower in comparison to the results of the separate models. 

In the health sector, Deng et al. [14] presents a hybrid ARIMA-LSTM model tuned to predict 

outpatient demand with lower results and a MAPE of 14.1% compared to individual models, which indicates 

more accurate predictions. In information technology, Liu et al. [20] developed the linear state-space 

autoregressive (LSAR) model that combines the ARIMA and LSTM models to accurately predict cloud 

computing resource loads with a MAPE of 3.81%. In meteorology, Xu et al. [15] proposed a hybrid approach 

designed to enhance the precision of short-term drought forecasting in China with a MSE of 0.347, and the 

study [21] developed a hybrid model to predict meteorological variables and anticipate anomalies, such as 

strong winds and snowstorms, reaching an accuracy of 95% to anticipate these anomalies. 

On the crime front, the hybrid ARIMA-LSTM model has been explored in crime prediction in India 

[10] which demonstrated that the combination of ARIMA-LSTM resulted in more accurate crime rate 

predictions compared to traditional models. This combination of models proved effective in predicting crime 

rates influenced by factors such as socioeconomic conditions and law enforcement practices [10], [18]. 

Another study [22] the hybrid model was applied to forecast crime rates in urban settings, which 

demonstrated superior performance compared to traditional models with root mean square error (RMSE). 

However, considering this research, we find gaps in the use of the ARIMA–LSTM hybrid 

framework, especially in the field of cybercrime prediction, and limitations in the optimization of the hybrid 

architecture to improve forecast prediction. Therefore, this research aims to build an optimized hybrid 

ARIMA−LSTM model to reduce error in predicting cybercrime forecasting as shown in Figure 1. Finally, 

this optimized hybrid model aims to be a methodological contribution to the knowledge of predictive analysis 

and represents a promising alternative to advance in the field of forecasting cybercrime complaints, which 

contributes to the police and authorities to formulate strategies and prevention measures in the fight against 

cybercrime. 

 

 

 
 

Figure 1. ARIMA-LSTM optimized model 
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2. METHOD 

The cross industry standard process for data mining (CRISP-DM) methodology was used as a 

procedure to develop the proposed model [23], [24] in the six phases proposed by the procedure and 

described in the following sections. This methodology used for data mining projects has also been applied to 

develop machine learning-based classification models to detect cybercrime [25]. For the construction of the 

model, the Python programming language was used through the Jupyter Notebook application. 

 

2.1.  Understanding the environment 

This research aims to develop an optimized combined ARIMA and LSTM models to reduce error in 

the prediction of cybercrime reporting forecasting. They correspond to the cases reported to the National 

Police of Peru within the framework of law No. 30096 - law on computer crimes. Its practical application is 

relevant for police and other institutions to anticipate cybercrime behaviour, establish strategies, and 

strengthen the fight against cybercrime. 

 

2.2.  Understanding the data 

The dataset used refers to the complaints registered in the police complaints system (SIDPOL) 

between January 2018 and December 2023. The data present values related to the time of the occurrence of 

the cybercrime, the gender of the cybercriminal, the type of cybercrime, and the place where the event was 

reported. These reports of cybercrime are equivalent to a total of 75,471, of which 80% (60,386) are for 

computer fraud and those used in this study. 

 

2.3.  Data pre-processing 

The cybercrime dataset should be pre-processed appropriately before being used as model inputs. It 

is necessary to preprocess the original time series to validate and obtain better training results of the model 

[15]. A stationary time series is a prerequisite for the reliable use of the ARIMA forecasting method [15]. 

Normalized data eliminates the impact on the neural network and facilitates analysis by improving the speed 

of model training. Noise and outliers are a common phenomenon in crime data [22]. Data preprocessing 

strengthens data planning and contributes to generating statistically significant data to make accurate 

predictions about the rate of cybercrime [26]. 

The flowchart for data preprocessing is shown in Figure 2. First, data cleansing removes records 

outside the analysis time range and duplicate records. Consistency testing is then performed to identify and 

remove records that have empty or null values. Next, the time series of data is structured based on the 

periodic grouping of time. Then, to confirm stationarity in the time series, the augmented dickey-fuller 

(ADF) test is applied to validate the stationarity if the p-value is under the 0.05 threshold. If it is not 

stationary, the differentiation of the series is applied until the new transformed or stationary series is 

achieved, which is a key requirement for the ARIMA model. 
 

 

 
 

Figure 2. Data preprocessing flowchart 
 

 

2.4.  Modelling 

2.4.1. Autoregressive integrated moving average 

This model offers a statistical basis for analysing trends and generating forecasts from time series 

data [20] and is also known as the Box Jenkins model [27]. The ARIMA model, denoted by (p, d, q), 

integrates two components: the autoregressive (AR) part and the moving average (MA) part. In this context, 
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p signifies the number of lagged observations in the AR component, d represents the number of times the 

data needs to be differenced to become stationary, and q refers to the number of lagged forecast errors 

included in the MA part [20]. The following equation shows the general structure of the ARIMA model: 

 

𝐿𝑡 =  ∑  
𝑝
𝑖=1 𝜙𝑖𝐿𝑡−𝑖 +  𝜀𝑡 −  ∑  

𝑞
𝑗=1 𝜃𝑗𝜀𝑡−𝑗  

 

where 𝐿𝑡  is the cluster load value at time t, 𝜙, and 𝜃 are the AR parameter and the MA parameter 

respectively; p is the order of the AR model; q is the order of the MA model; and Ɛ is the residual sequence. 

The modelling of the ARIMA model follows the steps: i) verify the stationarity of the time series, if 

it is not stationary, differentiation is performed using the ADF test where d is determined; ii) identify p and q 

using the autocorrelation function (ACF) and partial autocorrelation function (PACF) graphs; iii) comparing 

Akaike information criterion (AIC) and Bayes information criterion (BIC); and iv) the ARIMA parameter 

estimation. This research proposes and considers in the preprocessing of the data, the verification of 

seasonality and the differentiation of the time series. 

 

2.4.2. Long short-term memory network 

Based on the original study by Graves and Schmidhuber, LSTM networks are a specialized type of 

recurrent neural network (RNN) Hernández et al. [28]. The purpose of the model is to retain information for 

extended periods, allowing for the identification of long−term patterns within time series trends. It consists of 

memory cells and gate mechanisms namely the input gate 𝑖𝑡, the forget gate 𝑓𝑡, and the output gate 𝑜𝑡. These 

gates manage the information flow into, within, and out of the memory cell. At distinct time intervals, the cell 

stores values, and these gates selectively allow data passage based on computed weights [20]. 

The activation function 𝜎 maps input to the range (0,1), and ⊙ denotes element-wise multiplication. 

𝑐𝑡  refers to the cell state, and 𝑥𝑡 is the current input vector. The vectors ℎ𝑡−1 and ℎ𝑡  represent the hidden 

states at times t−1 and t, respectively. The parameters W, U, and B are learnable during training. The LSTM's 

internal operations can be described step-by-step as follows [20]: 

Gate equations: 

 

𝑖𝑡 =  𝜎(𝑊𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 +  𝐵𝑖)  

 

𝑓𝑡 =  𝜎(𝑊𝑥𝑡 +  𝑈𝑓ℎ𝑡−1 + 𝐵𝑓)  

 

𝑜𝑡 =  𝜎(𝑊𝑥𝑡 +  𝑈𝑜ℎ𝑡−1 + 𝐵𝑜)  

 

Cell state update: 

 

𝑐𝑡 =  𝑓𝑡 ⊙ 𝑐{𝑡−1} + 𝑖𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝑊𝑥𝑡 +  𝑈𝑐ℎ𝑡−1 +  𝐵𝑐)  

 

Hidden state output: 

 

ℎ𝑡 =  𝑜𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝑐𝑡)  

 

These formulas reflect how prior memory 𝑐{𝑡−1} and current input 𝑥𝑡  interact to yield updated 

memory and hidden states. The computation occurs in three stages: i) state generation from past hidden state 

and input, ii) update of the cell memory, and iii) derivation of the current hidden state using the output gate. 

 

2.4.3. Autoregressive integrated moving average-long short-term memory optimized hybrid model 

The research implemented an optimized ARIMA-LSTM for the prediction of cybercrimes due to 

computer fraud [29]. According to Kasemset et al. [17], ARIMA-LSTM hybrid has proven effective in 

delivering notable performance gains forecast accuracy by combining the strengths of both approaches in 

time series analysis. The combination of these models involved selecting and optimizing the parameters, 

following the assessment of seasonality for ARIMA modelling, the LSTM model was trained using the 

resulting residual errors obtained from ARIMA to capture the nonlinear and unexplained components by the 

linear model [16], [18], improving the accuracy of the forecast by a hybrid architecture [15] represented by 

the following formula: 

 

𝑌𝑡 =  𝐿𝑡 +  𝑁𝑡  
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where 𝑌𝑡 is composed of linear (𝐿𝑡) and nonlinear (𝑁𝑡) components. 

The architecture of the proposed solution is shown in the flow chart of the Figure 3. First, the 

preprocessing of the dataset is considered in a sequence of steps that are detailed in the preprocessing section. 

The ARIMA model is first utilized to analyze and represent the linear trends. Following the ARIMA 

modelling, its residual errors are fed into the LSTM model to handle the remaining nonlinear trends in the 

time series. In the development of the models, hyperparameter optimization techniques were applied in both 

models to improve their predictive performance. In the last step, the optimized hybrid model ARIMA-LSTM 

generates the final forecast values for evaluation. 

 

 

 
 

Figure 3. ARIMA-LSTM optimized hybrid model flowchart 

 

 

2.5.  Evaluation of results 

The prediction accuracy of each forecast model was assessed with the RMSE, mean absolute error 

(MAE), and MAPE indicators. A decrease in these evaluation criteria suggests an improvement in the 

predictive capabilities of the ARIMA–LSTM model. The formulas used to calculate these criteria  

[17], [20], [30], [31] are shown in Table 1. 

 

 

Table 1. Equations used for model evaluation 
Criteria Evaluation Formula Values 

RMSE Square root of the MSE and 
provides a measure of error in the 

same units as the original data 
𝑅𝑀𝑆𝐸 =  √

1

𝑛
∑  

𝑛

𝑖=1

(𝑦𝑖 − 𝑦̂𝑖)2 

A 0 value indicates that the expected and 
actual values match precisely. Smaller 

RMSE scores are associated with higher 

prediction accuracy, while larger scores 
signal greater forecasting errors. 

MAE Measure the average magnitude 

of errors in a set of predictions, 
regardless of their direction 

𝑀𝐴𝐸 =  
1

𝑛
∑  

𝑛

𝑖=1

|𝑦𝑖 − 𝑦̂𝑖| 
A 0 value would mean a perfect prediction. 

The smaller the MAE, the better the 
model's predictions.  

    

MAPE Percentage measure of prediction 
accuracy, which is useful for 

understanding the error relative 

to actual values 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑  

𝑛

𝑖=1

|
𝑦𝑖 − 𝑦̂𝑖

𝑦𝑖

|  
Highly accurate forecasting <10% 
Good forecasting 10%-20% 

Reasonable forecasting 20%-50% 

Weak an inaccurate forecasting >50% 

 

 

In these formulations, 𝑦𝑖  denotes the true observed value, 𝑦̂𝑖  refers to the estimated value produced 

by the forecasting model, and n indicates the total number of forecasted time steps. The low values of these 

indicators demonstrated a slight variation between the actual and forecasted data. The model with the lowest 

criterion values obtained is chosen as the most appropriate model [19], [32]. 

 

2.6.  Deployment 

The results of the ARIMA-LSTM optimized hybrid model have relevant practical implications. 

Institutions such as the National Police of Peru and the Public Prosecutor's Office can use the model to 

anticipate future behaviours in the reporting of computer crimes, allowing a more efficient planning of 

resources, design of preventive campaigns and targeting of operational interventions. The predictive value of 

the model could help move from a reactive to a proactive logic in the fight against cybercrime. 
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3. RESULTS AND DISCUSSION 

3.1.  Data processing 

As part of the consistency verification process, 8 records that were outside the 2018 and 2023 range 

were eliminated, leaving a total of 60,378 records. No duplicate records were found and the fields did not 

contain empty or null values. Then, the time series was structured based on the monthly grouping of the date 

of the complaint and quantity, where 72 series were obtained from January 2018 to December 2023. Next, 

the ADF test was performed to confirm the presence of stationarity in the time series, a p-value of  

0.991>0.05 was obtained, so the series was considered non-stationary in its original form, and that was 

confirmed with the ACF and PACF graphs of Figure 4. Then, differentiation was applied to the series.diff() 

finally obtains a transformed or stationary series (Figure 5), which is a key requirement for the ARIMA 

model. 

 

 

 
 

Figure 4. ACF and PACF chart of the original series (non-stationary) 

 

 

 
 

Figure 5. ACF and PACF chart of the differenced series (stationary) 

 

 

3.2.  Autoregressive integrated moving average modelling 

For the development of the ARIMA model, p parameters were estimated using the ACF plots and 

the potential q parameters were inferred by analysing the PACF plots. To determine the optimal model, the 

AIC and BIC criteria were selected. Finally, the optimal ARIMA (1,1,2) was selected with an AIC of 916.58. 

The performance results of the optimized ARIMA model were for MAE of 104.39, a RMSE of 143.95, and a 

MAPE of 15.43. 

Figure 6 shows the performance of the ARIMA forecast. The blue trajectory visualizes the original 

time series of monthly complaints between 2018 and 2023, while the orange line shows the prediction 

generated by the ARIMA model during the training and testing period. A good fit of the model to the 

historical data is observed, capturing the growing trend. The green line shows the future projection for the 

first half of 2024, where the behaviour suggests a possible stabilization of cybercrimes. 
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Figure 6. Comparison of original series, prediction and forecast of ARIMA model 

 

 

3.3.  Long short-term memory modelling 

For the development of the LSTM model, the MinMaxScaler technique helped normalize the input 

distribution and streamline the training process of the model [23], [24]. Six sequence steps or previous 

observations were used as inputs to estimate the subsequent value in the temporal sequence, allowing the 

capture of short-term temporal dependencies. The division of the time series was performed assigning 60% to 

training and 40% to the testing phase. 

The model underwent training over 50 epochs, which allowed for a progressive adjustment of the 

network weights. Hyperparameter optimization was performed using the random search technique, 

evaluating multiple combinations of parameters such as the number of LSTM units, activation functions, and 

optimization algorithms. This process was complemented with an internal cross-validation scheme and the 

use of Early Stopping to stop training early in case of overfitting.  

Figure 7 shows the effectiveness of the LSTM architecture. The blue line illustrates the observed 

time series, while the orange line indicates the projection generated by the model during the validation 

period. The model manages to capture the general trend, although with less sensitivity to abrupt fluctuations. 

The green line corresponds to the future projection for the first half of 2024. The projected trajectory shows a 

slowdown in the pace of growth, which could reflect an eventual slowdown in cybercrime. 

 

 

 
 

Figure 7. Comparison of original series, prediction, and forecast of LSTM model 

 

 

3.4.  Autoregressive integrated moving average-long short-term memory optimized modelling 

The optimization of the combined ARIMA-LSTM architecture through the configuration of the 

hyperparameters was key to improving the predictive capacity of the model. Techniques were used to 

automate the process of selecting the combinations of the parameters with some manual adjustments to 

achieve optimal regression performance. The selection techniques and hyperparameters used in the 

regression models are shown in Table 2. 
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Table 2. Hyperparameter setting 
Regression Hyperparameter 

ARIMA - Technique: auto ARIMA to obtain the parameters p, d, and q of the model ARIMA. 
- Hyperparameters: seasonal=false, suppress warnings=true, max p=4, max q=4, trace=true, and 

scoring=MSE. 

LSTM - Technique: random search to randomly select combinations of hyperparameters (hidden units, activation 
function, and optimizer). 

- Hyperparameters: LSTM units=50, dropout rate=0.25, activation='ReLU', epochs=200, 

optimizer='Adam', batch size=12, and loss function=MSE. 

 

 

In the construction of the ARIMA-LSTM combined architecture, the model ARIMA (2,1,2) was 

selected because of the adjustment process. Subsequently, the Ljung-Box test was applied, obtaining a  

p-value of 0.77, higher than the significance threshold of 5%, which indicated that the residuals of the model 

do not present significant autocorrelation and can be considered white noise. This feature allowed them to 

serve as input to the LSTM based model, responsible for capturing the remaining nonlinear patterns. 

Each of the models, ARIMA and LSTM were optimized using hyperparameter tuning techniques 

described in Table 2. For the LSTM model, the temporal series division was performed 60-40 for training 

and test data, respectively. As a result of the optimization process, the ARIMA-LSTM hybrid model achieved 

outstanding performance, achieving a MAE of 150.23, a RMSE of 195.84, and a MAPE of 10.73%, a value 

that, according to the criteria established in Table 3. Comparison of criteria between ARIMA, LSTM, and 

ARIMA-LSTM optimized model, is classified as highly accurate predictive. 

The Figure 8 demonstrates the effectiveness of the ARIMA-LSTM optimized. The blue line 

corresponds to the original series of monthly complaints between 2018 and 2023, with some seasonality and 

variability since 2020 that reflects the sustained growth of cybercrimes, while the orange line represents the 

adjustment of the hybrid model on historical data. It is observed that the model manages to capture the 

growing trend and part of the short-term variability. The dotted green line shows the projection for the first 

half of 2024. The correlation between the original series and the model's prediction demonstrates an effective 

capture of the temporal patterns validated by a MAPE of 10.73%. 

 

 

Table 3. Comparison of criteria between ARIMA, LSTM and ARIMA-LSTM optimized model 

Model 
Criteria 

MAE RMSE MAPE (%) 

ARIMA 104.39 143.95 15.43 

LSTM 196.75 249.25 13.28 

ARIMA-LSTM optimized 141.31 188.64 10.73 

 

 

 
 

Figure 8. Comparison of original series, prediction, and forecast of ARIMA-LSTM optimized model 
 

 

In summary, the optimized fusion of ARIMA and LSTM models demonstrates a good ability to 

accurately model historical patterns of the series to provide a realistic and useful forecast for decision 

making. Its ability to model time series with high variability makes it a valuable tool for the early detection of 

crime trends for the strategic planning of police and other institutions in the prevention and response to 

cybercrime. 
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3.5.  Discussion 

This study developed and validated an optimized the ARIMA-LSTM integrated framework that 

merges the strengths of ARIMA, which handles linear aspects, and LSTM, which addresses nonlinear 

components [14], [17] to enhance the precision of predictions related to cybercrime reports. Although earlier 

research explored the influence of conventional machine learning approaches that laid the foundation for 

cybercrime prediction [11], these individual models presented limitations [18], [20] where the hybrid 

approach is presented as a promising strategy to improve prediction accuracy in various fields [16], [17]. 

It was found that while the ARIMA-LSTM hybrid model demonstrates superior performance 

compared to traditional models in terms of performance metrics such as RMSE, MAE, and MAPE [14] in 

forecast accuracy. In addition, it is advantageous in scenarios where individual models do not capture all 

patterns present in the data [17] and where opportunities for improvement were found through hybrid model 

optimization. Therefore, the combined ARIMA-LSTM was optimized through hyperparameter configuration 

and neural network backpropagation to obtain higher prediction accuracy compared to independent  

models [14]. 

Among other findings, we found that the timescale of the data influences the performance of hybrid 

models such as ARIMA-LSTM, which improves with increasing time [15]. The study [10] used historical 

data from 9,840 records on crimes in India between 2001 and 2013. Sharmin et al. [22] used data on London 

crime from 2014 to 2020 while this study used a dataset that considered 60,378 complaints between 2018 and 

2023. Not only is the use of historical data [19] important for the adjustment of the hybrid model, but also for 

the processing [22], relevance and reliability [19] of the data for analysis. In addition, the division of datasets 

into training and testing models contributes to model accuracy and reliability [14]. 

Our results show that the optimized combination of ARIMA-LSTM improves MAPE (10.73%) by 

19% in comparison with the individual ARIMA (15.50%) and LSTM (13.70%) architectures in the prediction 

of cybercrimes. These results align with [22] of London crime prediction model that also outperformed 

individual models, reaching an accuracy of 97% against ARIMA (89%) and the neural network model (87%). 

Unlike this study, which applied the Auto Arima function for parameter selection and a stacked architecture 

for LSTM, in this study, we opted for hyperparameter-based optimization in both models. 

We also compared this proposal with other applied studies and discovered that in the health sector 

[14] a hybrid model was applied to a dataset of medical visits with a weekly frequency and a time window of 

24 weeks, with a MAPE of 14.13% and in the agriculture sector [17] used a time series of 84 months on 

agricultural prices where the ARIMA-LSTM model obtained a MAPE of 13.62%. However, neither study 

exceeded the performance achieved in this study with an MAPE of 10.73% trained on a more extensive basis 

of 72 months, which indicates a greater generalizability and robustness in the face of complex temporal 

patterns. 

Our findings provide definitive evidence that the hybrid model obtains a better MAPE of 10.73% in 

comparison with the individual ARIMA (15.50%) and LSTM (13.70%) architectures. Undoubtedly, 

improvement related to a complementary architecture approach of both models and the optimization of 

hyperparameters. In addition, compared to other studies from different sectors, the hybrid model optimized 

for cybercrime forecasting stands out with a lower MAPE compared to other studies applied in different 

fields such as agriculture, construction, health, among others. 

Finally, our optimized hybrid model ARIMA-LSTM allowed us to capture both linear trends and 

nonlinear variations more accurately. This integration capacity has resulted in a better relative and absolute 

performance in the forecasting of cybercrime complaints. Although the findings of this study reaffirm the 

usefulness of the hybrid approach, we recognize some limitations, such as the incorporation of exogenous 

variables, such as technological events or public policies, that could require additional research to confirm 

their contribution to the predictive capacity of the model. Future research could analyse and replicate its 

application to other social or criminal problems by considering external factors to confirm and expand our 

findings. 

 

 

4. CONCLUSION 

This research developed and validated an optimized hybrid model, ARIMA-LSTM, for the monthly 

forecast of complaints of computer crimes against property in Peru, effectively integrating linear and 

nonlinear components in a complementary architecture. The model was built under the CRISP-DM 

methodology, implemented in Python, and trained on a set of 60,378 official records from the National Police 

of Peru, processed as a time series of 72 months. By optimizing hyperparameters by auto ARIMA, random 

search, and early stopping, the model achieved a MAPE of 10.73%, statistically outperforming the individual 

models. Compared to previous studies in various areas, such as crime, health, and agriculture, the proposed 

model showed a greater capacity for generalization and adaptation to complex temporal patterns. From an 

applied perspective, the model offers the National Police of Peru and other entities a tool to anticipate crime 
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patterns and design strategies in the fight against cybercrime. Finally, although the effectiveness of the hybrid 

approach has been proven, the exclusion of exogenous variables related to public policies, social dynamics, 

or technological events is recognized as a limitation. Therefore, future research may benefit from the 

inclusion of these factors, as well as the applicability of the model in other criminal or social contexts, to 

improve the predictive capacity of the model. 
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